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ABSTRACT

The semi-parametric model enjoys a relatively flexible structure and keeps some of the simplicity in the statistical analysis. Hence, there are abundance discussions on semi-parametric models in the literature. The concept of partial consistency was firstly brought up in Neyman and Scott (1948). It was said the in cases where infinite parameters are involved, consistent estimators are always attainable for those "structural" parameters. The "structural" parameters are finite and govern infinite samples. Since the nonparametric model can be regarded as a parametric model with infinite parameters, then the semi-parametric model can be easily transformed into an infinite-parametric model with some "structural" parameters. Therefore, based on this idea, we develop several new methods for the estimating and model checking problems in semi-parametric models.

The implementation of applying partial consistency is through the method "local average". We consider the nonparametric part as piecewise constant so that infinite parameters are created. The "structural" parameters shall be the parametric part, the model residual variance and so on. Due to the partial consistency phenomena, classical statistic tools can then be applied to obtain consistent estimators for those "structural" parameters. Further more, we can take advantage of the rest of parameters to estimate the nonparametric part. In this thesis, we take the varying coefficient model as the example. The estimation of the functional coefficient is discussed and relative model checking methods are presented.

The proposed new methods, no matter for the estimation or the test, have remarkably lessened the computation complexity. At the same time, the estimators and the tests get satisfactory asymptotic statistical properties. The simulations we conducted for the new methods also support the asymptotic results, giving a relatively efficient and accurate performance. What's more, the local average method is easy to understand and can be flexibly applied to other type of models. Further developments could be done on this potential method.

In Chapter 2, we introduce a local average method to estimate the functional coefficients in the varying coefficient model. As a typical semi-parametric model, the
varying coefficient model is widely applied in many areas. The varying coefficient model could be seen as a more flexible version of classical linear model, while it explains well when the regression coefficients do not stay constant. In addition, we extend this local average method to the semi-varying coefficient model, which consists of a linear part and a varying coefficient part. The procedures of the estimations are developed, and their statistical properties are investigated. Plenty of simulations and a real data application are conducted to study the performance of the proposed method.

Chapter 3 is about the local average method in variance estimation. Variance estimation is a fundamental problem in statistical modelling and plays an important role in the inferences in model selection and estimation. In this chapter, we have discussed the problem in several nonparametric and semi-parametric models. The proposed method has the advantages of avoiding the estimation of the nonparametric function and reducing the computational cost, and can be easily extended to more complex settings. Asymptotic normality is established for the proposed local average estimators. Numerical simulations and a real data analysis are presented to illustrate the finite sample performance of the proposed method.

Naturally, we move to the model checking problem in Chapter 4, still taking varying coefficient models as an example. One important and frequently asked question is whether an estimated coefficient is significant or really "varying". In the literature, the relative hypothesis tests usually require fitting the whole model, including the nuisance coefficients. Consequently, the estimation procedure could be very compute-intensive and time-consuming. Thus, we bring up several tests which can avoid unnecessary functions estimation. The proposed tests are very easy to implement and their asymptotic distributions under null hypothesis have been deduced. Simulations are also studied to show the properties of the tests.

**Keywords**: Partial consistency; Local average; Varying coefficient model; Variance estimation; Model checking; Model fitting.
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Chapter 1

Introduction

Investigating the relationship of responding variables and predictors is one of the main purposes in statistical inference. Usually researchers will assume a possible statistic model for the association and parametric models always get the first priority. Under widely discussion for decades, the parametric models have been well recognized for their efficiency and interpretable ability, for example, the classical linear model. It has been a long time since the linear model was first brought up, but its popularity never seems to fade.

Certainly the parametric model has it own weakness. Once the model is established, its structure is fixed. If the specific assumption is incorrect, all the relative statistical inferences will be in vain. The non-parametric model then appears to avoid the plausible wrong results. Without a specific assumption for the model, it gives a more flexible frame of the relation of variables. However, the non-parametric model is usually hard to interpret and it is born with the ”curse of dimensionality”.

Along with the coming of the age of ”big data”, we are faced with large volume of various information. The fixed structure of parametric models can no longer meet demand and the non-parametric model can hardly tackle the task with high dimensional data. Therefore, the semi-parametric model seems to be a good choice.
1.1 Semi-parametric model

In order to combine the advantages of parametric models and non-parametric models, the semi-parametric model usually keeps certain structure while contains some non-parametric parts. Thus, the restrictive conditions on the parametric model have been relaxed a little and we still have some structure to make analysis. The semi-parametric model is more flexible than the parametric one and is easier to control than the non-parametric one.

The most institutive example of the non-parametric model is the partially linear model:

\[ Y = f(X_1) + \beta^T X_2 + \epsilon, \]

where \( X_1, X_2 \) are the covariates, \( Y \) is the respond variable, \( \beta \) is the coefficient and \( \epsilon \) is the error term. Notice that for the independent variable \( X_1 \), a non-parametric function is put on. At the meantime, a linear assumption is imposed on variable \( X_2 \). This model can well explain the cases that we are sure of the linear relationship between \( X_2 \) and \( Y \) but don’t have enough information of \( X_1 \). Hence, a nonspecific function on \( X_1 \) makes it a safe and flexible selection.

There are many other powerful approaches in the semi-parametric model, such as low-dimensional interaction models, multiple-index models, additive models, varying coefficient models and so on. The semi-parametric model either put some non-parametric components in the parametric model, or add some structural assumptions to the non-parametric model. Thus, the semi-parametric model shares the advantages of both parametric and non-parametric models.

Among those semi-parametric models, the varying coefficient model has drawn general attention. Hastie and Tibshirani(1993) firstly well defined the varying coefficient model. Based on the linear models, the constant coefficients are replaced by smooth non-parametric functions in the varying coefficient model. Thus the regression coefficients could change over some factors, as it is called — ”varying coefficient”. Commonly, it is defined as

\[ y = \sum_{l=1}^{P} a_l(u)x_l + \epsilon \]

where \( u \) is the index variable to monitor the smooth parameters functions \( a_l(\cdot)(l = \ldots) \).
1, \ldots, p). Since the coefficients of this model are allowed to vary, the bias can then be significantly reduced. In addition, the "curse of dimensionality" can be avoided as well. What’s more, by setting conditions on the covariates, the varying coefficient model can be easily transformed into other semi-parametric models. For example, if we let \( x_1 = 1, a_l(\cdot)(l = 2, \ldots, p) \) be constant, then the varying coefficient model turns to be a partially linear model.

The wide applications of the varying coefficient model have been well recognized. The changing coefficient property is quite appealing for the analysis of nonlinear time series data, longitudinal data and survival data. Hence, the varying coefficient model has been successfully applied in economics, finance, epidemiology, medical science and many other areas.

In this thesis, we take the varying coefficient model as a typical example of semi-parametric models. The following content is mostly focused on the varying coefficient model. Nevertheless, as can be seen, the proposed methods are easy to adapt to other type of semi-parametric models.

### 1.2 Statistical inferences for the semi-parametric model

In the literature, there are plenty of statistical inference methods designed for the semi-parametric model. Here in this section, we will briefly introduce some of the representative ones for model fitting, variance estimation and model checking. More details will be discussed in the relevant chapters.

#### 1.2.1 Model fitting

For estimating the functional coefficients in the varying coefficient model, there are mainly two kinds of methods. One is the basis functions estimation and the other one is based on local polynomial.

In the basis functions estimation, the coefficient functions will be approximated by a basis expansion, then the least squares is employed to get the estimators. This is the method that Hastie and Tibshirani (1993) used when they proposed the varying
coefficient model, where the natural cubic splines are chosen. There are also other smoothing splines estimators, which have been studied by Hoover et al.(1998), Wu and Chiang(2000) and Chiang et al.(2001). Huang, et al.(2002) studied the statistical properties of the general basis functions estimators. The basis functions estimators usually have a specific expression of the estimated function, so that they are intuitional. However, they need to deal with the problems of how to choose the basis functions and related parameters from numerous options.

Since the varying coefficient model can be considered as a local linear model, the local polynomial estimator seems more appropriate. The local polynomial estimators have been popularly discussed through years. In the local polynomial estimation method, one applies the Taylor expansions to the functional coefficients and calculates the estimators by least squares with kernel. A weighted local polynomial estimator was used in Hoover et al.(1998) to estimate $a_t(\cdot)$. Conventionally, we call it one step local polynomial estimator. However, the one step local polynomial estimator is proposed on the assumption that all the functional coefficients share the same degree of smoothness. Fan and Zhang(1999) have proved that the one step local polynomial estimator is not efficient if the coefficient functions have different degrees of smoothness. Therefore they presented a two step estimator. In the first step, the initial estimators are obtained by local linear estimation. Then in the second step, after substituting the initial estimators into the model, a higher order local polynomial with suitable bandwidth is used for the objective coefficient function. Thus the needs for different degrees of smoothness can be satisfied.

1.2.2 Variance estimation

The variance estimation of the error term is always playing a vital part in model inferences. There are mainly two kinds of estimators for the residual variance: residual sum of squares estimators and difference-based estimators.

Firstly we consider a simple non-parametric model,

$$y = f(x) + \epsilon$$

where $y$ is the response variable, $f$ is some unknown mean function and the error term $\epsilon$ is distributed with zero mean and constant variance $\sigma^2$. 
To estimate the residual variance $\sigma^2$, a preliminary thought is to find the mean function $f$ first, then calculate $\sigma^2$ from the residual sum of squares. That is also the basic idea of the first kind of method. Usually, a parametric model is assumed to estimate the unknown mean function, then use the fitted value to calculate the estimated residuals. However, since the information of the mean function is usually incomplete or even missing, one can hardly construct an accurate mean function. What’s worse, a misspecified form for the function may lead to large bias.

To avoid a particular assumption for the mean function, non-parametric methods are brought out, such as Nadaraya-Watson kernel regression (1964). This method still aims to find the fitted mean function values then get the residuals. Instead of making an assumption for the mean function, the kernel regression takes advantage of the data themselves. In this way, the forms of the mean function are based on the observed data and become more flexible. The kernel regression makes the mean function estimations more accurate so that the estimation of the residual variance becomes more reliable too. However, this kind of variance estimators faces other problems. The bandwidth choice of the kernel regression is always an issue. Besides that, the estimators depend critically on the smoother matrix and are messy to analyze.

In 1984, Rice proposed the first-order difference-based estimator when discussing the bandwidth choice for the nonparametric regression. The difference-based estimators, i.e. the second kind, use differences to get rid of the mean function trend. By taking differences, the mean function value $f(x_i)$ of the adjacent $x_i$ could be removed if the mean function is smooth enough. Thus we can skip the step of estimating the mean function $f$ and estimate the residual variance directly.

Later on, Gasser et al. (1986) proposed a second-order difference-based estimator. More difference-based estimator with different orders were introduced afterwards, for example, Hall et al. (1990). However, none of the above estimators achieves the asymptotic optimal rate $o_p(n^{-1})$ for the mean squared error (Dette et al., 1998), until Müller et al. (2003) studied the class of difference-based estimators. Under certain assumptions for the difference weights, the asymptotic optimal rate could be achieved. Tong and Wang (2005) suggested a new estimator, taking regression on the lag-k Rice’s
estimator. In equally spaced design, this estimator could reduce the asymptotic rate to $O_p(n^{-3/2})$.

Compared to the residual sum of squares estimators, the difference-based estimators are much more direct, saving a lot of procedure on mean function construction. Thus it makes the residual variance estimation become independent of the mean function construction. However, most difference-based estimators require the design points to be univariate and ordered, which makes it complicated to extend to high-dimensional domains. What’s more, the over difference may lead to large estimation variance.

The variance estimation of semi-parametric model is in the same situation. One has either to fit the whole model, both the parametric and the non-parametric components, or to come up with a strategy to eliminate the non-parametric part.

1.2.3 Model checking

As we have mentioned before, parametric models are always welcome if the assumptions hold. Then it is natural to ask the question whether possible structure is feasible in the model, or whether a non-parametric component is necessary. Therefore, the model checking procedure is of great importance in the statistical inference.

Take the varying coefficient model again as the example. Researchers have investigated many kinds of difference between the null and the alternative hypothesis to get the test statistics and the corresponding critical values.

Usually, the log-likelihood or the residual squares under the null and the alternative hypothesis will be compared to see the discrepancy. The test statistics is set to be the difference or the ratio. Due to the complexity of varying coefficient, the reject rules are usually obtained by bootstrap. Cai, et al. (2000a), Cai, et al(2000b) and Huang, et al.(2002) have studied a lot on this kind of method for different estimators and data types.

Differently, with the local polynomial estimator, Fan and Zhang(2000) investigated the deviations of the estimated coefficient function and the true coefficient function. The asymptotic distribution for the maximum of the normalized deviations has been deduced. Hence, hypothesis tests can be conducted. However, this
test statistic involves many unknown quantities. The estimation of the unknown quantities needs high order polynomials so that it is complicated to compute.

In Fan, et al.(2001), the generalized likelihood ratio (GLR) tests has been brought up and they illustrated this test with varying coefficient model in detail. Using the difference of the log-likelihood under alternative and null hypothesis as the test statistics, the GLR test is proved to be optimal and to follow the Wilk’s phenomena. Instead of the maximum likelihood estimator in classical maximum likelihood ratio test, any reasonable nonparametric regression estimators can be used in the alternative log-likelihood in GLR test. Thus the GLR tests is widely applicable to many model, providing many possibilities for model checking problems. Also, one can notice that the tests in Cai, et al. (2000a) , Cai, et al(2000b) and Huang, et al.(2002) are actually some specific scenarios of GLR tests.

1.3 Partial consistency and local average

Neyman and Scott(1948) firstly proposed the concept of partial consistency. Consider a sequence of independent variable \( \{x_i\} \) and this sequence of variable follows a distribution depending on two set of parameters, \( \Theta_1 \) and \( \Theta_2 \). \( \Theta_1 \) contains only finite number of parameters while \( \Theta_2 \) has infinite ones. What’s more, the parameters in \( \Theta_1 \) governs infinite number of variables \( x_i \) while the ones in \( \Theta_2 \) are only related to finite number of variables. Then the sequence \( \{x_i\} \) is consistent in respect to the parameters in \( \Theta_1 \). In Neyman and Scott(1948), they called the parameters in \( \Theta_1 \) ”structural” and the parameters in \( \Theta_2 \) ”incidental”.

For the semi-parametric model, we can regard the parameters in the parametric part as the ”structural” parameters. As for the non-parametric part, we can transform it into a parameter one with infinite ”incidental” parameters. Thus, based on the partial consistency phenomena, we come up with several new ideas for estimating parameters and conducting tests in semi-parametric models.

To create infinite ”incidental” parameters, we implement the ”local average” method. The non-parametric part could be considered as piecewise constant, with the ”piece” being very small. Then in each ”piece”, we take average to get the true
function value. This true function value is only valid in its own piece and responding to finite variables. Thus, for the non-parametric part we will get infinite constant, which are also the "incidental" parameters. Since the parametric part is shared by all observations, the relevant parameters then can be treated as "structural". Similarly, residual variance is a structural parameter as it influences all the samples. Next, we can apply classical statistic tools to obtain consistent estimators for those "structural" parameters. Moreover, the "incidental" parameters are still of great use. In this thesis, we have proved that those "incidental" parameters are unbiased estimators for the true function values. Then it becomes a simple non-parametric model. Now classical non-parametric smoothing and model checking methods can be used to investigate the non-parametric part.

1.4 Outline of the thesis

The rest of this thesis is arranged as follow.

In Chapter 2, we discussed the estimation problems in varying coefficient models and in partial linear varying coefficient models. The local average method is developed for estimating the functional coefficients and the parameters in linear part. Asymptotic properties are deduced and the simulations are consistent with the theoretical results. We also apply the method on a real data set about the air pollutants in Kong Hong.

Chapter 3 is focus on the estimation of residual variance. Starting with a simple non-parametric model, the local average estimators is brought up. Then, we extend the model to the partially linear model and the varying coefficient model. The local average estimators adapt well to these semi-parametric models. Further more, we propose a refined local average estimator to improve the performance. We also point out several applications of the local average estimator. Then the numerical simulations are conducted and a real data set about the bank employees is used to illustrate the method.

At last, the model checking problem is discussed in Chapter 4. We proposed three test statistics for the varying coefficient model based on the local average method.
Actually the first two test statistics are an extended application of Chapter 2 and the third test is founded on the results of Chapter 3. We have obtained the asymptotic distributions of the three test statistics under null hypothesis and have done a lot of simulations. Both the size study and the power study give satisfactory results.
Chapter 2

Local Average Fitting in Varying Coefficient Model

2.1 Introduction

As we all know, a parametric model is very convenient to establish and its statistical properties have been well studied, especially for the classical linear model. So they are widely used in industry, for example, the linear regression appears everywhere. However, with the volume and the varieties of data increasing rapidly, the classical parametric models can no longer fit the complicated data relationship. The fixed data structures of parametric models are not very realistic in applications, and a mis-specification could lead to a large bias.

To add more flexibility to the model and to keep some useful properties of the parametric models, many semi-parametric models are proposed. Examples include but not limit to the partially linear model (Engle, Granger, Rice and Weiss 1986; Robinson 1988), the additive model (Friedman and Stuetzle 1981; Buja, Hastie and Tibshirani 1989), the multiple-index model (Härdle and Stoker 1989) and the varying coefficient model (Hastie and Tibshirani 1993). All these semi-parametric models are intended to relax some parts of the conditions imposed on the parametric models.

Among the above semi-parametric models, the varying coefficient model arouses interest of many researchers. It could be regarded as an extension of the classical linear model. With dynamic coefficients, the varying coefficient model can express
more accurately about the relationship of the response and the covariates. For instance, in this age of big data, the E-business would collect many information from the consumers and make use of these information to do target promotion. It will become more convincing if the association is allowed to change over time (or age). Similarly, the varying coefficient model is successfully applied in economics, finance, epidemiology, medical science and many other areas. The property of changing coefficient is quite appealing for analysis of nonlinear time series data, longitudinal data and survival data.

The varying coefficient model is firstly well described in Hastie and Tibshirani (1993). Usually, it will take a form as

$$y = \sum_{l=1}^{p} a_l(u)x_l + \epsilon$$

(2.1)

where $u$ is the index variable to monitor the smooth parameters functions $a_l(\cdot)(l = 1,\ldots,p)$. For given covariates $u$ and $(x_1, x_2, \ldots, x_p)$

$$\mathbb{E}[\epsilon|u, x_1, \ldots, x_p] = 0, \quad \text{Var}[\epsilon|u, x_1, \ldots, x_p] = \sigma^2.$$

With a same degree smoothness assumption on the coefficient functions $a_l(\cdot)$, Hastie and Tibshirani (1993) proposed an estimation method with smoothing spline. In their estimation, the functional coefficients are expressed by the natural cubic spline basis functions. Another global smoothing method is based on polynomial splines, brought out in Huang et al. (2002, 2004). Nevertheless, Huang et al’s polynomial spline method can choose multiple smoothing parameters so that it still works well when the coefficient functions have different smoothness.

On the other hand, since the natural character of the varying coefficient model is locally linear, the kernel-local polynomial smoothing is also popular in the literature. Hoover et al. (1998) used a weighted local polynomial estimator to estimate $a_l(\cdot)$ and the asymptotic distributions of this estimator are derived by Wu et al. (1998). However, when different degrees of smoothness exist in the coefficients, this one-step local polynomial method may not be adequate. To adjust to different smoothness, Fan and Zhang (1999) raised a two-step estimator. In the first step, an initial estimators for the lower smoothness coefficients are obtained by kernel-local linear method. Then in the second step, the initial estimators are substituted back to extract the higher
smoothness coefficient. Thus, with a tunable bandwidth in the second step, the
two-step estimator performs better than the one-step method when estimating the
smoother coefficient. Even if there is no higher smoothness in coefficients, the two-
step estimator can work equally well as the one-step one.

Sometimes, in practice, some coefficients are known to be constant. To fully utilize
this information, we can write a common model as

\[ y = \sum_{l=1}^{p} a_l(u) x_l + Z^T \beta + \epsilon \]  \hspace{1cm} (2.2)

Thus we get a semivarying coefficient model, where \( \beta \) is a \( q \)-dimensional unknown
vector and \( a_l(\cdot)(l = 1, \ldots, p) \), as in model (2.1), are unknown functions to be estimated.
In most of the existing estimating methods, they would treat the estimation of the
constant parameter \( \beta \) as primary, since a good estimator of \( \beta \) will transform the
model to a standard varying coefficient one.

Zhang et al. (2002) studied this semivarying coefficient model. They suggested to
first consider the constant coefficients as functional too and then take average to get
the final estimate of \( \beta \). The resulting estimator has bias of order \( O_p(h^2) \) but does
not reach the lowest asymptotic variance for the semiparametric model. Then in Fan
and Huang (2005), a profile least-square estimator is put forward. The technique is
as follow. First, get the estimated functional coefficients \( \hat{a}_l \) expressed in a function
of \( \beta \), using the one-step kernel-local polynomial method for the model (2.1). Then
substitute \( \hat{a}_l \) back to model (2.2) to solve \( \beta \) via ordinary least squares. It is shown that
the covariance matrix of profile least-square estimator reaches the lowest asymptotic
variance for the semiparametric model. To further reduce the estimation bias of \( \beta \),
Xia et al. (2004) presented a semi-local least squares estimator. Based on the local
kernel estimation, a summation of the residual squares is made to acquire a global
estimator of \( \beta \). In this way, the bias of the constant coefficient \( \beta \) becomes \( O(h^3) \).
Alternatively, general series method can also be applied to semivarying coefficient
model, see Ahmad et al. (2005).

In this chapter, we come up with another idea for the varying coefficient model.
The new estimator keeps the local linearity of the model and simplifies the estimation
procedure. The main structure of this estimating procedure is as follows: Regard the
varying coefficient model as locally piecewise linear so that we can get a series of
points estimator for the functional coefficient $a_i(\cdot)$. The next step is to use some classical smoothing method to get the whole curve estimator from the estimated points. This local average estimator has three advantages. First, the computation burden is sharply lightened meanwhile the accuracy is ensured. Second, the second step provides necessary opportunity to control the bandwidth for different smoothness. Third, this estimator can easily adapt to the semivarying coefficient model, resulting a global estimator of constant coefficient $\beta$. Moreover, we do not need to substitute back the estimated $\hat{\beta}$ to get the varying coefficients.

The remainder of this chapter contains a more detailed discussion of how local average method being executed and a theoretical explanation about why it is feasible. In Section 2, we will illustrate the implementation of our new estimator concretely, in both the varying coefficient model and the semivarying coefficient model. Section 3 studies the asymptotic properties of the local average estimator. Section 4 gives a simple application and a lot of simulations and comparisons of the local average estimator and other estimators. Section 5 is the summary, covering the conclusion and discussion.

### 2.2 Methodology

Since the local average estimator also belongs to the local smoothing methods, we will focus our discussions on the local kernel estimations. In this section, detailed descriptions, especially the formulas, of the existing local kernel methods are provided. Thus we can have a clear comparison among the local smoothing methods for the varying-coefficient model and the semi-varying coefficient model.

#### 2.2.1 Varying coefficient model

Rewrite the simple varying coefficient model (2.1) in matrix form

$$y = X^T a(U) + \epsilon$$

where $X$ is a $p$-dimension vector $(x_1, ..., x_p)^T$ and the unknown functional coefficient $a(U) = (a_1(U), ..., a_p(U))^T$. Without losing generality, we suppose we are
aiming to estimate the last functional coefficient, i.e., \( a_p(\cdot) \), with a random sample \((U_i, X_i, y_i), i = 1, ..., n\).

The first attempt is the one-step estimation, which uses a kernel local linear smoothing. For each given \( u_0 \), the coefficient function \( a_l(u) \) is approximated locally as

\[
a_l(u) \approx a_l + b_l(u - u_0), \quad l = 1, ..., p
\]

in a small neighbourhood of \( u_0 \). Then this leads to minimizing

\[
\sum_{i=1}^{n} \left( y_i - X_i^T a - X_i^T b(U_i - u) \right)^2 K_h(U_i - u)
\]

with respect to \((a, b)\), for a given kernel function \( K \) and a bandwidth \( h \). Let

\[
X = (X_1, ..., X_n)^T, \quad U_u = \text{diag}(U_1 - u, ..., U_n - u),
\]

\[
\Lambda_u = (X, U_u X), \quad Y = (y_1, ..., y_n)^T,
\]

\[
W_{h,u} = \text{diag}(K_h(U_1 - u), ..., K_h(U_n - u)).
\]

Then we can have the one-step estimator

\[
\hat{a}_p(u) = e_{p,2p}^T(\Lambda_u^T W_{h,u} \Lambda_u)^{-1} \Lambda_u^T W_{h,u} Y
\]

Here and hereafter, we will always use notation \( e_{k,m} \) to denote the unit vector of length \( m \) with 1 at the \( k \)th position.

This one-step estimator intuitively demonstrates the structure of the varying coefficient model. It achieves a bias of \( O(h^2) \) and a variance of \( O((nh)^{-1}) \) under the assumption that all the coefficient functions possess the same smoothness. However, when the same smoothness assumption could not hold, Fan and Zhang (1999) pointed out that one single bandwidth is not enough to reach the optimal rate. To realize different bandwidth for smoother coefficient, two step estimator is proposed.

The first step is the same as the one-step estimator, then we can get the initial estimators for all the coefficients with an initial bandwidth \( h_0 \)

\[
\hat{a}_l(u) = e_{l,2p}^T(\Lambda_u^T W_{h_0,u} \Lambda_u)^{-1} \Lambda_u^T W_{h_0,u} Y, \quad l = 1, ..., p.
\]

For \( l = 1, ..., p-1 \), substitute \( \hat{a}_l(u) \) back to the model 2.1, then we get a new responser

\[
\tilde{y}_i = y_i - \sum_{i=1}^{p-1} \hat{a}_l(U_i) x_{il}.
\]
Assume the smoother coefficient $a_p(u)$ has a fourth derivative. With a different bandwidth $h_2$, let

$$X_p = (x_{1p}, x_{2p}, ..., x_{np})^T, \quad \hat{Y} = (\bar{y}_1, ..., \bar{y}_n)^T,$$

$$\Gamma_u = (X_p, U_u X_p, U_u^2 X_p, U_u^3 X_p).$$

Then for any given $u$, the two step estimator is

$$\hat{a}_p(u) = \epsilon_{1,4}^T (\Gamma_u W_{h_2,u} \Gamma_u)^{-1} \Gamma_u W_{h_2,u} \hat{Y}$$

With a tunable bandwidth $h_2$, the bias of the two step estimator is of $O(h_2^4)$ and the variance is of $O((nh)^{-1})$. So the two step estimator can achieve the optimal rate of convergence $O_p(n^{-8/9})$. Nevertheless, the optimal rate is at the cost of the computation burden. Since the substitution process needs all the estimators of the nuisance coefficients at every $U_i$, the two step estimation is very time-consuming.

2.2.2 Semi-varying coefficient model

The most important part in semi-varying coefficient model estimation is the constant coefficient estimation. A good estimator of the constant coefficient will turn the problem into a simple varying coefficient one. Then the remains can be solved by the method we mentioned in the above subsection. In the existing local kernel estimation, the main idea is similar, that is, to use a local polynomial to replace the function coefficients.

Based on the simple varying coefficient model, we add a linear part $Z^T b$ Thus we can consider this semi-varying coefficient model

$$y = X^T a(U) + Z^T b + \epsilon$$

where $Z$ is a $q$-dimension vector $(z_1, ..., z_q)^T$ and the unknown constant coefficient $b = (b_1, ..., b_q)^T$.

Zhang et al. (2002) proposed a clever idea. First treat $b$ as functional, then take average over samples to get the final estimator. By the one step estimator we discussed in last section, for each $b_j$ and $U_i$ we have

$$\hat{b}_j(U_i) = \epsilon_{p+j,2(p+q)}^T (\Lambda_{U_i}^T W_{h,U_i} \Lambda_{U_i})^{-1} \Lambda_{U_i}^T W_{h,U_i} Y$$
Then we take average of \( \hat{b}_j(U_i) \) over \( i = 1, \ldots, n \) to get the final estimator

\[
\hat{b}_j = \frac{1}{n} \sum_{i=1}^{n} e_{p+j,2(p+q)}(A_{U_i}^T W_{h,U_i}A_{U_i})^{-1} A_{U_i}^T W_{h,U_i} Y
\]

The bias of Zhang et al.’s estimator is of order \( O_p(h^2) \) and the covariance matrix is of order \( O_p(n^{-1}) \). We can notice that this estimator is developed from a local estimator. The global property of the constant coefficient \( b \) is not fully utilized.

Fan and Huang(2005) proposed another estimator. Based on the sample, rewrite the model as

\[
y_i - Z_i^T b = X_i^T a(U_i) + \epsilon_i, \quad i = 1, \ldots, n,
\]

Then still by the one step estimator in last section, the functional coefficients could be expressed as

\[
\hat{a}(U_i) = (I_p, 0_p)(A_{U_i}^T W_{h,U_i}A_{U_i})^{-1} A_{U_i}^T W_{h,U_i}(Y - Zb),
\]

where \( Z = (Z_1, Z_2, \ldots, Z_n)^T \), \( I_p \) is a size \( p \) identity matrix and \( 0_p \) is a size \( p \times p \) zero matrix. Substitute \( \hat{a}(U_i) \) back to the model, we obtain

\[
y_i - Z_i^T b = X_i^T (I_p, 0_p)(A_{U_i}^T W_{h,U_i}A_{U_i})^{-1} A_{U_i}^T W_{h,U_i}(Y - Zb) + \epsilon_i, \quad i = 1, \ldots, n.
\]

Denote

\[
H = \begin{pmatrix}
X_1^T (I_p, 0_p)(A_{U_1}^T W_{h,U_1}A_{U_1})^{-1} A_{U_1}^T W_{h,U_1} \\
\vdots \\
X_n^T (I_p, 0_p)(A_{U_n}^T W_{h,U_n}A_{U_n})^{-1} A_{U_n}^T W_{h,U_n}
\end{pmatrix},
\]

then we can have

\[
(I_n - H)Y = (I_n - H)Zb + \epsilon.
\]

Finally the Fan and Huang’s estimator is gained by least squares:

\[
\hat{b} = \{Z^T(I_n - H)^T(I_n - H)Z\}^{-1}Z^T(I_n - H)^T(I_n - H)Y.
\]

Same as Zhang et al.’s estimator, this one also has a bias of \( O_p(h^2) \) and a variance of order \( O_p(n^{-1}) \). Besides, Fan and Huang(2005) have showed that unlike Zhang et al.’s estimator, theirs is semiparametrically efficient. But the cumbersome process of computing the nuisance coefficients is obvious a shortcoming.
In 2004, Xia et al. presented a semi-local least squares estimator. The constant coefficient $b$ is estimated globally while the functional ones are estimated locally. Minimise the function

$$n^{-2} \sum_{j=1}^{n} \sum_{i=1}^{n} [y_i - X_i^T \{ \alpha_j + \beta_j(U_i - U_j) \} - Z_i^T b]^2 K_h(U_i - U_j)$$

respect to $\alpha_j, \beta_j(j = 1, ..., n)$ and $b$. Then the estimator of $b$ is

$$\hat{b} = (0_{q \times 2pn}, I_q)(\Omega^T W_h \Omega)^{-1} \Omega^T W_h \hat{Y}$$

where

$$\Omega = (A, Z^*), \quad A = I_n \otimes (X, h^{-1}UX) - h^{-1}U \otimes (0_{n \times p}, X), \quad Z^* = 1 \otimes Z,$$

$$U = diag\{U_1, U_2, ..., U_n\}, \quad W_h = diag\{W_{h, U_1}, ..., W_{h, U_n}\}, \quad \hat{Y} = 1 \otimes Y,$$

$0_{k \times l}$ is a zero matrix with size $k \times l$ and $1$ is an $n$-dimensional vector with all entries being $1$.

Xia et al.(2004) have showed that this semi-local least squares estimator has bias of $O(h^3)$ and the variance is $O(n^{-1})$. Since the bias has been reduced, the undersmoothing is avoid. At the meantime we notice that the computation burden is still heavy, since the size of the design matrix $\Omega$ is increasing with $n^2$.

### 2.2.3 local average method

To simplify the estimation process and facilitate different bandwidths, we propose a local average estimator. The primary concept is that we treat the functional coefficient as local constant within a small neighbourhood. Thus we can use the average of the function values in this small neighbourhood as the estimator of the function value of the midpoint in this interval. After collecting all the midpoint estimators, we can use some classic smoothing method to rebuild the function. For the first step, a sufficiently small interval is used to ensure the unbiasedness. Then in the second step, different bandwidths could be selected for different smoothness acquirements.

The details of the implement is as following. Let’s consider the simple varying-coefficient model

$$y = X^T a(U) + \epsilon.$$
In the beginning, we sort the samples \((U_i, X_i, y_i), i = 1, ..., n\) according to \(U_i\) in an ascending order. \(U_{(1)} \leq U_{(2)} \leq ... \leq U_{(n)}\). Then divide them into \(k\) groups with \(I\) samples in each group. Since we should make sure the interval is sufficiently small, we usually take small fixed \(I\) and \(k\) may increase with the sample size \(n\). Thus, \(n = Ik\). (In practise, the possible remainders are removed out. As \(I\) is small enough, the number of the removed samples is negligible.)

Denote the \(j\)th observation in \(i\)th group as \((U_{ij}, X_{ij}, y_{ij}), i = 1, ..., k, j = 1, ..., I\). Hence, we have

\[
y_{ij} = X^T_{ij}a(U_{ij}) + \epsilon_{ij}, \quad i = 1, ..., k, \quad j = 1, ..., I.
\]

Since we treat the functional coefficient \(a(\cdot)\) as constant in a small neighbourhood, we assume in every group \(a(U_{i1}) = a(U_{i2}) = \cdots = a(U_{iI}) = a_i = a(U_i)\). Thus, for the \(i\)th group, we have

\[
Y_i = X_i a_i + \epsilon_i^*
\]

where

\[
Y_i = (y_{i1}, y_{i2}, ..., y_{ii})^T \in \mathbb{R}^{I \times 1}, \quad a_i = (a_1(U_i), a_2(U_i), ..., a_p(U_i))^T \in \mathbb{R}^{p \times 1},
\]

\[
X_i = (X_{i1}, X_{i2}, ..., X_{ii})^T \in \mathbb{R}^{I \times p} \quad \text{and} \quad \epsilon_i = (\epsilon_{i1}^*, \epsilon_{i2}^*, ..., \epsilon_{ii}^*)^T \in \mathbb{R}^{I \times 1}.
\]

Combine all the \(k\) groups, we get

\[
Y = Xa + \epsilon^*
\]

where

\[
Y = (Y_1^T, Y_2^T, ..., Y_k^T)^T \in \mathbb{R}^{n \times 1}, \quad a = (a_1^T, a_2^T, ..., a_k^T)^T \in \mathbb{R}^{kp \times 1},
\]

\[
X = X_1 \oplus X_2 \oplus \cdots \oplus X_k \in \mathbb{R}^{n \times kp} \quad \text{and} \quad \epsilon^* = (\epsilon_1^*, \epsilon_2^*, ..., \epsilon_k^*)^T \in \mathbb{R}^{n \times 1}.
\]

Now we can get our primary estimator

\[
\hat{a} = (\hat{a}_1(U_1), ..., \hat{a}_p(U_1), \hat{a}_1(U_2), ..., \hat{a}_p(U_2), ..., \hat{a}_1(U_k), ..., \hat{a}_p(U_k))^T
\]

\[
= (X^TX)^{-1}X^TY
\]

Still take the last functional coefficient \(a_p(\cdot)\) as example, from the primary estimator \(\hat{a}\), \(k\) relevant estimators \((\hat{a}_p(U_1), \hat{a}_p(U_2), ..., \hat{a}_p(U_k))\) are acquired. We can prove that for any \(i = 1, ..., k\),

\[
E(\hat{a}_p(U_i)) = a_p(U_i) + O_p\left(\frac{\log n}{n}\right), \quad \text{Var}(\hat{a}_p(U_i)) = e_{pp}^T\text{E}[(X_i^TX_i)^{-1}]U_i|e_{pp}\sigma^2
\]
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The details of the proofs are in the Appendix.

Then the problem becomes a nonparametric model

$$\hat{a}_p(U_i) = a_p(U_i) + v_p(U_i)\epsilon, \quad i = 1, \ldots, k$$

where $v_p^2(U_i) = e_p^T E[(X_i^T X_i)^{-1}|U_i] e_p$.

Now we can use some classical smoothing method to get the final estimator. In this step, we can choose bandwidth $h$ and other estimating parameters freely for different smoothness. In this chapter, we adapt the local polynomial smoothing. The theoretical study in next section is also based on this adaption. Assume the last functional coefficient $a_p(\cdot)$ has bounded fourth derivative. For given $u$, denote

$$\bar{U} = \begin{pmatrix} 1 (\bar{U}_1 - u) & \cdots & (\bar{U}_1 - u)^3 \\ \vdots & \ddots & \vdots \\ 1 (\bar{U}_k - u) & \cdots & (\bar{U}_k - u)^3 \end{pmatrix},$$

and put

$$\hat{\Phi}_p = (\hat{a}_p(\bar{U}_1), \hat{a}_p(\bar{U}_2), \ldots, \hat{a}_p(\bar{U}_k))^T, \quad \bar{W} = \text{diag}(K_h(\bar{U}_1 - u), \ldots, K_h(\bar{U}_k - u))$$

Here we can choose bandwidth $h$ freely for different smoothness. Then the final local-average estimator can be obtained by weighted least squares

$$\hat{a}_p(u) = \hat{e}_{1,4}^T (\bar{U}^T \bar{W} \bar{U})^{-1} \bar{U}^T \bar{W} \hat{\Phi}_p$$

An extension to the semi-varying coefficient model is natural. Opposite to Zhang et al. (2002)’s idea, we keep the constant property of the linear part but treat the functional coefficients as piecewise constant. In this way, a global estimator of the constant coefficient is feasible. For the varying coefficient part, either a back substitution or continuation with classical smoothing rebuild is available.

Consider the semi-varying coefficient model

$$y = X^T a(U) + Z^T b + \epsilon.$$

After reordering and grouping the samples $(U_i, X_i, Z_i, y_i)$ according to $U_i$, we reindex the $j$th observation in $i$th group as $(U_{ij}, X_{ij}, Z_{ij}, y_{ij})$. Let $\Phi = (X, Z)$ and $\theta = (a^T, b^T)^T$, where $Z = (Z_1^T, Z_2^T, \ldots, Z_k^T)^T \in \mathbb{R}^{n \times q}$, $Z_i = (Z_{i1}, Z_{i2}, \ldots, Z_{iI})^T \in \mathbb{R}^{I \times q}$,
\[ X = X_1 \oplus X_2 \oplus \cdots \oplus X_k \in \mathbb{R}^{n \times kp} \] and \[ a = (a_1^T, a_2^T, \ldots, a_k^T)^T \in \mathbb{R}^{kp \times 1} \] as we just denoted above. Then we can write the model as
\[ Y = \Phi \theta + \epsilon^\ast. \]

Therefore the local average estimator of the constant coefficient \( b \) can be easily calculated by ordinary least squares
\[ \hat{b} = (\mathbf{0}_{1 \times kp}, \mathbf{1}_{1 \times q})(\Phi^T \Phi)^{-1} \Phi^T Y. \]

## 2.3 Theorem

The following technical conditions are needed for investigating the theoretical properties of the proposed estimators:

1. \( a'_l(\cdot) \) and \( a''_l(\cdot) \) are continuous and bounded for \( l = 1, \ldots, p \).

2. The function \( a_p \) has a continuous fourth derivative in a neighborhood of \( u_0 \).

3. All predictors are bounded, i.e., \( \|X\|^2 < \infty, \|Z\|^2 < \infty \).

4. The residuals \( \epsilon_i \) are standard normally distributed.

5. The density function \( f \) of \( U \) has a continuous second derivative and there exists \( \gamma > 0 \) such that \( f(u) > \delta \) for any \( u \).

6. The function \( K(t) \) is a symmetric density function with a compact support.

7. The group size \( I \) is a fixed small integer such that \( I/n \to 0 \).

We employed the following notations throughout this chapter:
\[ \xi_i = \int t^i K(t)dt, \quad \nu_i = \int t^i K^2(t)dt \]
\[ \Psi(I) = \text{E}[(\frac{1}{I}\sum_{j=1}^{I} X_jX_j^T)^{-1}|U] \]

Then we can have the following asymptotic properties of the local average estimator with the adaption of local cubic polynomial smoothing.
Theorem 2.1. Under conditions 1-7, if $h \to 0$ and $nh \to \infty$, then the asymptotic conditional bias of $\hat{a}_p(u_0)$ in simple varying-coefficient model is given by

$$\text{bias}(\hat{a}_p(u_0)|U, X) = \frac{1}{4!} \frac{\xi_4^2 - \xi_2 \xi_6}{\xi_4 - \xi_2^2} a_p^{(4)}(u_0)h^4 + o_p(h^4)$$

and the asymptotic conditional variance of $\hat{a}_p(u_0)$ is given by

$$\text{var}(\hat{a}_p(u_0)|U, X) = \frac{(\xi_4^2 \nu_0 - 2 \xi_4 \xi_2 \nu_2 + \xi_2^2 \nu_4) \sigma^2}{nhf(u_0) \xi_4 \xi_2^2} e_T p, p \Psi(I) e_{p, p} + o_p \left( \frac{1}{nh} \right)$$

where $\Psi(I) = E[(\frac{1}{I} \sum_{j=1}^{I} X_j X_j^T)^{-1}|U]$.

The proofs of Theorem 2.1 and other theorems are given in the Appendix. By Theorem 2.1, the asymptotic bias is independent of the group size $I$ as long as it is small enough. The group size $I$ is involved in the asymptotic variance in the factor $\Psi(I)$, i.e., $E[(\frac{1}{I} \sum_{j=1}^{I} X_j X_j^T)^{-1}|U]$. As a matrix generalization of the random variable case, $\Psi(I_1) - \Psi(I_2)$ is positive definite if $I_1 < I_2$. Thus the asymptotic variance of the local average estimator will decrease as $I$ gets larger. This can be easily understood. We can consider $\frac{1}{I} \sum_{j=1}^{I} X_j X_j^T$ as a covariance matrix estimator if $X$ is centralized. Then the larger $I$ will give a better estimator with smaller variance, which naturally leads to less variation in our final local average estimator.

Compared with Fan and Zhang(1999)’s two step estimator in the theoretical aspect, the local average estimator has the same asymptotic variance of $O((nh)^{-1})$. For the asymptotic bias, our local average estimator is of $O(h^4)$ as well, but the formula is more concise since we don’t have the term dominated by the initial bandwidth. Also, the conditional MSE of the local average estimator can achieve the optimal rage of convergence $O_p(n^{-8/9})$ when $h$ is taken of order $n^{-1/9}$. Other theoretical advantages of Fan and Zhang(1999)’s two step estimator also hold in the local average estimator. For example, the estimators has the same optimal convergent rate as in the ideal situation where $a_1, ..., a_{p-1}$ are known.

The following Theorem 2.2 provides the asymptotic properties of the average estimator in the case that we consider the objective coefficient $a_p$ shares the same smoothness with others. That is to say, $a_p$ has only continuous and bounded second derivative. So in the local polynomial smoothing step, we applied a linear fit.
Theorem 2.2. Under conditions 1,3-7, if $h \to 0$ and $nh \to \infty$, then the asymptotic conditional bias of $\hat{a}_p(u_0)$ in simple varying-coefficient model is given by

$$
\text{bias}(\hat{a}_p(u_0)|U, X) = \frac{1}{2} \xi_2 a''_p(u_0) h^2 + o_p(h^2)
$$

and the asymptotic conditional variance of $\hat{a}_p(u_0)$ is given by

$$
\text{var}(\hat{a}_p(u_0)|U, X) = \frac{\nu_0 \sigma^2}{nhf(u_0)} \text{c}_{p,p}^T \Psi(I) \text{c}_{p,p} + o_p(\frac{1}{nh})
$$

where $\Psi(I) = \mathbb{E}[(\frac{1}{I} \sum_{j=1}^{I} X_j X_j^T)^{-1}|U]$.

Now the asymptotic bias is of $O(h^2)$ and the asymptotic variance is of $O((nh)^{-1})$. The statistical efficiency is still kept. What’s more, the asymptotic result is the same as that of the one-step estimator, and the bias is one term less compared with the two-step estimator. In other words, the local average estimator performs as well as the one-step estimator when there is no smoothness difference among the coefficients.

Notice that we apply local polynomial smoothing in the second step and the above asymptotic properties are all based on this setting. Obviously, the asymptotic results will change if different smoothing method is chosen. However, the primary estimators are asymptotic unbiased and their variances have explicit forms. What’s more, those estimators are independent. Therefore, most classical regression models are feasible for the smoothing step and their asymptotic properties will not be skewed. The final asymptotic results will be a simple plug-in merely. In this way, our local average estimator gains more flexibility. Prior information about the objective functional coefficients could be fully utilized with various smoothing methods.

Theorem 2.3. Under conditions 1, 3-7, the local average estimator of $b$ in semi-varying coefficient model is asymptotic normal, i.e.

$$
\sqrt{n}(\hat{b} - b) \to \mathcal{N}(0, \sigma^2 \Sigma^{-1})
$$

where

$$
\Sigma = \mathbb{E}(ZZ^T) - \mathbb{E}[\mathbb{E}(\frac{1}{I} \sum_{j=1}^{I} Z_j X_j^T)(\frac{1}{I} \sum_{j=1}^{I} X_j X_j^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_j Z_j^T)|U_1, ..., U_I}]\}
$$
Theorem 2.3 states that the local average estimator of the constant coefficient is consistent. Actually it can be shown that the estimator is also asymptotically unbiased. The group size $I$ effects the asymptotic variance only as long as it is small enough. If we consider the case when $p = 1$ and $X = 1$, then the model will turn into a partially linear model:

$$y = a(U) + Z^T b + \epsilon.$$ 

By Theorem 2.3, the asymptotic variance will become $\frac{I}{I-1} \sigma^2 \tilde{\Sigma}^{-1}$, with

$$\tilde{\Sigma} = \mathbb{E}[\{X - \mathbb{E}(X|Z)\} \{X - \mathbb{E}(X|Z)\}^T].$$

This is consistent with the result of Cui et al. (2014). However, notice that Bickel et al. (1993) have shown that $\sigma^2 \tilde{\Sigma}^{-1}$ is the semiparametric information bound. This implies that our local estimator doesn’t reach the semiparametric efficient bound for general varying-coefficient partially linear model. We consider this inefficiency as the expense for the asymptotically unbiased and the computation simplicity.

## 2.4 Application and Simulation

### 2.4.1 A simple application

In this section, we apply our local average method to an environmental data set. The data set records daily measurements of air pollutants and other environmental factors in Hong Kong from January 1, 1994 to December 31, 1995; see Fan and Zhang (1999). Here we want to study the association between the air pollutants level and the number of hospital admissions for circulation and respiration problem. The air pollutants we considered are Sulphur Diocide, Nitrogen Dioxide and respirable suspended particulate, denoted as $X_2$, $X_3$ and $X_4$. All are measured in $\mu g/m^3$. The respond variable $Y$ represents the number of daily hospital admissions and $U = t =$time. Also we will include an intercept term $X_1 = 1$.

First we scatter the daily number of hospital admissions for circulation and respiration with time $t$ in Figure 2.1. We could see a clear increasing trend and some possible seasonal circular waves. Thus we believe there must be some intersecting
relationship between time and air pollutants levels. The following varying coefficient model is proposed to fit the data

\[ Y = a_1(t) + a_2(t)X_2 + a_3(t)X_3 + a_4(t)X_4 + \epsilon. \]

![Figure 2.1: Scatter of daily hospital admissions and expected curve when pollutant levels are set at averages. Solid line: full model. Dashed: semi-varying coefficient model.](image)

In this application, we choose \( I = 10 \) to be our group size. The bandwidths were chosen to be 30\% of the interval length in the smoothing step. The estimated coefficient functions were depicted in Figure 2.2. Together with the estimated functions, we also plot the pointwise 95\% confidence bonds in dashed. The confidence bonds are calculated directly from the Theorem 2.1 with residual variance estimated by local average method(See next chapter for more details). From the figure we can conclude there is time effect on at least one coefficient. In addition, if we set the pollutants levels at their averages, we will get how the expected number of hospital admissions change over time. The solid line in Figure 2.1 shows this results. Now the increase in the Year 1995 and the seasonal effect are more obvious.

Of course we want to know whether the coefficients are statistically significantly time varying but this problem is beyond the discussion of this chapter. According
Figure 2.2: The estimated coefficient functions with pointwise 95% confidence intervals for the full model.

to the analysis of Fan and Zhang (2000), we can not reject the hypothesis that the fourth coefficient $a_4$ is a constant. So we let the coefficient of $X_4$ be a constant and proposed a semi-varying coefficient model

$$Y = a_1(t) + a_2(t)X_2 + a_3(t)X_4 + a_4X_4 + \epsilon$$

For this model, we still let $I = 10$ and use the 30% of the interval length to be the bandwidths. Then we get the estimator of the constant coefficient $a_4$ is -0.0581. For the nonparametric part, we just smooth the primary results. Figure 2.3 plots the estimated coefficient functions. They describe how the coefficients vary with time. Compared with the coefficient functions in Figure 2.2, the varying extent of the
coefficients in semi-varying model is more strong. We also plot the expected number of hospital admissions under this semi-varying model. It is shown in dashed in Figure 2.1. The overall trends of the two expected curves are alike and main differences appear at boundaries. In the point view of fitness, the dashed semi-varying curve seems to perform better. In all, the daily hospital admissions for respiratory and circulatory shows an overall increasing trend and some seasonal patterns.

![Figure 2.3: The estimated coefficient functions for semi-varying coefficient model.](image)

### 2.4.2 Simulation for varying coefficient model

To investigate the performance of our method, we select following three examples.

**Example 1.** \( Y = \sin(60U)X_1 + 4U(1 - U)X_2 + \epsilon. \)

**Example 2.** \( Y = \sin(6\pi U)X_1 + \sin(2\pi U)X_2 + \epsilon. \)

**Example 3.** \( Y = \sin(8\pi(U - 0.5))X_1 \)
\[ + \{3.5[\exp(-(4U - 1)^2) + \exp(-(4U - 3)^2)] - 1.5\}X_2 + \epsilon \]

where \( U \) is uniformly distributed on \([0, 1]\), \( X_1, X_2 \) are bivariate normally distributed with mean vector \( \bar{0} \) and covariance matrix \( \begin{pmatrix} 1 & 2^{-1/2} \\ 2^{-1/2} & 1 \end{pmatrix} \). Moreover, \( \epsilon, U \) and \((X_1, X_2)\) are independent. The error term \( \epsilon \) is normally distributed with mean zero and variance \( \sigma^2 \). To make signal-to-noise ratio be about 5:1, the variance \( \sigma^2 \) is chosen as

\[ \sigma^2 = 0.2 \text{Var}[m(U, X_1, X_2)] \quad \text{with} \quad m(U, X_1, X_2) = E[Y|U, X_1, X_2]. \]
These examples were proposed in Fan and Zhang (1999). In their paper, they used these three examples to study the performances of one-step estimator and two-step estimator. Thus we use these examples as well so that it will be convenient to make comparisons.

For each example, the objective functional coefficient is $a_2$ and 100 replications are conducted with sample size 500 and 1000. Mean integrated squared errors (MISE) are recorded to evaluate the performance of the estimators. We plot the MISE curve against bandwidth $h$ to find the optimal $h$ for each example. As in Fan and Zhang (1999), among the 100 replications, we choose the one such that the local-average estimator with $I = 10$ has the median performance. When the sample is selected, the one-step estimator and two-step estimator are also computed. Here, the optimal $h$ for one-step and two-step estimator are both referred to the results presented in Fan and Zhang (1999). The Figure 2.4 shows the results of three different estimators for each example when sample size $n = 500$.

Since the two coefficients in each example have different smoothness, the one-step estimator can’t meet the requirement of different bandwidths. When $a_2$ needs a large bandwidth, a linear fit with such large bandwidth is inefficient for $a_1$. If we adjust the bandwidth to a small one, $a_2$ will be undersmoothed. Therefore we can find the bias of one-step estimator in Figure 2.4 is quite large, especially for example 2 and example 3. Local-average estimator and two-step estimator are similar in example 1 and example 2. Both of them perform very well, due to the flexible choice of bandwidth. In example 3, the two-step estimator works well, though the local-average estimator gives a better estimation.

The simulation results are consistent with the theoretical results. When there exist different degrees of smoothness, the local-average estimator and the two-step estimator perform better than the one-step estimator since their asymptotic biases are of $O(h^4)$ while that of one-step estimator is $O(h^2)$. In this way we can explain why the one-step estimator has more bias in Figure 2.4. Besides, the asymptotic bias of local-average estimator is one term less than that of the two-step estimator. So the performance of local-average estimator is sometimes better than two-step estimator.

Figure 2.5 plots the MISE of local average estimator as a function of bandwidth.
Figure 2.4: Some typical results. Solid curve: true value; dashed curve: estimated value.

We can find that as the sample size grows, the estimation results become better. The change with group size $I$ is in accord with our theoretical conclusion. A larger $I$ leads to a smaller asymptotic variance and has no influence on bias, so that the MISE becomes smaller. However, one can notice that the improvement of $I = 5$ from $I = 4$ is almost the same with that of $I = 10$ from $I = 5$. The marginal effect is decreasing quickly. Therefore $I = 10$ can already give a good estimation, though theoretically
Figure 2.5: MISE as a function of bandwidth. Solid curve: $I=4$; dashed curve: $I=5$; dotted curve: $I=10$.

A large $I$ may be preferred. One can also notice that the trends for different $I$ are similar. This indicates that group size $I$ and the bandwidth $h$ in the smoothing step are independent. Thus it should not bother a lot to choose the group size $I$.

Another outstanding advantage of local average estimator is the computation simplicity. Table 2.1 shows the typical time spent by local average estimator, two step estimator and one step estimator. The sample data used in each example is the same as in Figure 2.4 and all the required bandwidths are selected in advance. The time listed in the table are obtained by the functions "tic" and "toc" in MATLAB. It is not a standard measurement of the computation time, but it can still give us a general understanding of the situations. We can find the significant advantage of
the local average estimator, as shown in the Table 2.1. It is not difficult to find the reason. In each estimator, most of the computations are involved in the weighted least squares process. For two step estimator and one step estimator, the weighted least squares process has to deal with a $n \times n$ matrix. However, for local average estimator, the largest matrix size in weighted least squares process is $k \times k$. Since $n = kI$ and $I$ is a positive integer, the matrix size of local average estimator is much smaller than that of the other two estimators in weighted least squares process. In this way, the local average estimator saves a lot of computations. It can be thought that in the "average" step of our estimator, we have done some data mining to get a more corrected, ordered and simplified data set. The "average" step not only concentrates the information but also makes the disturbance abate.

Table 2.1: Typical time (in seconds) used by different estimators, I

<table>
<thead>
<tr>
<th></th>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>local average</td>
<td>0.21</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>two step</td>
<td>1.37</td>
<td>1.32</td>
<td>1.22</td>
</tr>
<tr>
<td>one step</td>
<td>1.41</td>
<td>1.39</td>
<td>1.48</td>
</tr>
</tbody>
</table>

2.4.3 Simulation for semi-varying coefficient model

For the simulation of semi-varying coefficient model, we use the following examples.

Example 4. $Y = \sin(2\pi U)X_1 + \cos(2\pi U)X_2 + X_3 + \epsilon$.

Example 5. $Y = \sin(2\pi U)X_1 + \{3.5[\exp(-(4U - 1)^2) + \exp(-(4U - 3)^2)] - 1.5\}X_2 + X_3 + \epsilon$.

Example 6. $Y = \sin(6\pi(U - 0.5))X_1 + \sin(2\pi U)X_2 + X_3 + \epsilon$.

where $U$ is uniformly distributed on $[0, 1]$, $X_1, X_2$ and $X_3$ follow a standard normal distribution. $\epsilon$ is normally distributed with mean 0 and variance $\sigma^2$. The $\sigma^2$ in each example is selected so that the signal-to-noise ratio is 5:1. Further, $U, X_1, X_2, X_3$ and $\epsilon$ are all independent.

1000 replications with sample size $n = 250$ and $n = 500$ are conducted for each of the above examples. For the constant coefficients, the mean, the standard error and
the mean squared error (mse) of the estimators are recorded in the Table 2.2. For the functional coefficients, we only estimate the second coefficient $a_2$ in each example for a simple illustration.

<table>
<thead>
<tr>
<th>n</th>
<th>I</th>
<th>Example 1 mean</th>
<th>std</th>
<th>mse</th>
<th>Example 2 mean</th>
<th>std</th>
<th>mse</th>
<th>Example 3 mean</th>
<th>std</th>
<th>mse</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>4</td>
<td>1.0006</td>
<td>0.0561</td>
<td>0.0031</td>
<td>1.0073</td>
<td>0.0802</td>
<td>0.0065</td>
<td>1.0022</td>
<td>0.0588</td>
<td>0.0035</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.9971</td>
<td>0.0505</td>
<td>0.0026</td>
<td>0.9958</td>
<td>0.0685</td>
<td>0.0047</td>
<td>1.0010</td>
<td>0.0532</td>
<td>0.0028</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.9993</td>
<td>0.0456</td>
<td>0.0021</td>
<td>0.9980</td>
<td>0.0631</td>
<td>0.0040</td>
<td>1.0021</td>
<td>0.0472</td>
<td>0.0022</td>
</tr>
<tr>
<td>500</td>
<td>4</td>
<td>0.9992</td>
<td>0.0396</td>
<td>0.0016</td>
<td>0.9997</td>
<td>0.0558</td>
<td>0.0031</td>
<td>1.0001</td>
<td>0.0409</td>
<td>0.0017</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.0012</td>
<td>0.0364</td>
<td>0.0013</td>
<td>1.0019</td>
<td>0.0504</td>
<td>0.0025</td>
<td>1.0003</td>
<td>0.0350</td>
<td>0.0012</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.0000</td>
<td>0.0315</td>
<td>0.0010</td>
<td>1.0025</td>
<td>0.0448</td>
<td>0.0020</td>
<td>1.0011</td>
<td>0.0319</td>
<td>0.0010</td>
</tr>
</tbody>
</table>

From Table 2.2, we can find that our estimators in all the example are very close to the true value 1. The estimator becomes better when the sample size grows larger. For the group size $I$, we can find that it makes no particular difference on the mean while a larger $I$ gives a smaller standard deviation. This phenomena is consistent with our theoretical results, since $I$ only appears in the asymptotic variance.

Figure 2.6: Functional coefficient estimation in semi-varying coefficient model. Solid curves: true functions; dashed curve: estimation functions.

Figure 2.6 is a simple illustration of the estimation of the functional coefficient for the semi-varying coefficient model. When we get the estimator $\hat{b}$ for the constant coefficient, we also get the primary estimators of the functional coefficient $\hat{a}$. Of course we can substitute $\hat{b}$ back to the original model and get a simple varying
coefficient model to solve the problem. Here in this simulation, we just make use of the primary estimators $\hat{a}$ to continue the estimation. The same as in simple varying-coefficient model, we adapt the local cubic polynomial method. 1000 random samples with sample size $n = 500$ are drawn from each example model. Integrated squared errors are recorded for all the 1000 estimators based on the group size $I = 10$. The bandwidth is selected as 0.4, 0.27, 0.5 for example 4, 5, 6 respectively. Figure 2.6 plots the estimator that gains the median performance in each example. We can see that the local average estimator also works well for the functional coefficients. Compare with the simple varying-coefficient case, which depicted in Figure 2.4, it seems that the linear part doesn’t screw the efficiency. Besides, notice that in example 6, the two functional coefficients possess different smoothness. Obviously, our local average estimator can well handle this problem.

Now we want to compare the local average estimator with other estimators. Another 1000 replicates with sample size $n = 500$ of each example are generated and we use different methods to estimate the constant coefficient $b = 1$. Table 2.3 lists the mean, the standard deviation and the mse of the local average estimator($\hat{b}_{LA}$) with group size $I = 10$, Zhang et al.(2002)’s estimator($\hat{b}_{Z}$), Fan and Huang(2005)’s estimator($\hat{b}_{F}$) and Xia et al.(2004)’s estimator($\hat{b}_{X}$). First notice that all the means are very close to the true value. The difference is less than 0.001, which is a quite small error. The local average estimator seems to have less bias, but this advantage is insignificant. For the standard deviation, the one of the local average estimator is the largest. So the mse of the local average estimator is the largest, too. We should have expected this result since Theorem 2.3 has already implied the inefficiency of the local average estimator.

However, we can get rid out this inefficiency easily. Here we introduce an updated estimator $\hat{b}_{update}$. We will estimate the functional coefficients first, then substitute them back to get a linear regression model to evaluate the constant coefficients. The detailed process is as follows. Just as what we did in Figure 2.6, we make use of the primary estimators of the functional coefficient $\hat{a}$, which comes along with the estimator. With a local cubic polynomial fit, we will obtain the functional coefficients estimator $\hat{a}(U_i), i = 1, ..., n$. Substitute $\hat{a}(U_i), i = 1, ..., n$ back and rearrange the
model, we can have

$$\tilde{y}_i \equiv y_i - X^T_i \hat{a}(U_i) = Z^T_i b + \epsilon^*_i; \quad i = 1, \ldots, n.$$  

Treat this as a linear regression model, we can get the updated estimator easily by least squares.

The last column of Table 2.3 shows the simulation results of the updated estimator. It can be found that the standard deviation is remarkably decreased compared with the original local average estimator. What’s more, it is more or less the same as the standard deviation of Fan and Huang(2005)’s estimator $\hat{b}_F$. In Fan and Huang(2005), they have claimed that their estimator $\hat{b}_F$ is semiparametrically efficient. So is the updated estimator. The efficiency of the updated estimator can be shown by the Theorem 5.45 (One-step estimation) in Van der Vaart(2000). Since the functional coefficients in updated estimator can be written in the form of the local average estimator, the updated estimator is just a one-step estimator given the local average estimator. That’s also why we call it ”updated”. From the table we can find that the updated estimator always gets the best mse.

Then we still want to discuss the computation simplicity. Table 2.4 shows the
typical time used by the above 5 different estimators. The three example samples are the same ones in Figure 2.6, in which the local average estimator gains median performance. The same with Table 2.1, we use the functions 'tic' and 'toc' in MATLAB to do the timing. Here we can see a huge advantage of the local average estimator. The time spent by other estimators are tens of that spent by local average estimator. \( \hat{b}_X \) has to deal with a \( n^2 \times n^2 \) matrix so it needs more time. For the updated estimator, it is close to Fan and Huang(2005)'s estimator.

<table>
<thead>
<tr>
<th></th>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{b}_{LA} )</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>( \hat{b}_Z )</td>
<td>0.34</td>
<td>0.32</td>
<td>0.29</td>
</tr>
<tr>
<td>( \hat{b}_F )</td>
<td>0.45</td>
<td>0.47</td>
<td>0.39</td>
</tr>
<tr>
<td>( \hat{b}_X )</td>
<td>14.47</td>
<td>13.12</td>
<td>13.83</td>
</tr>
<tr>
<td>( \hat{b}_{update} )</td>
<td>0.55</td>
<td>0.40</td>
<td>0.40</td>
</tr>
</tbody>
</table>

From all these simulations, we can conclude that the local average estimator \( \hat{b}_{LA} \) can give a good estimation and dramatically reduce the computation burden. Though it is not asymptotically efficient, local average estimator can be a good primary estimator or pilot estimator. Furthermore, the updated estimator can make up the inefficiency while doesn’t increase too much computation complexity.

### 2.5 Concluding remarks

In this chapter, we introduce a new estimator for the varying coefficient model — local average estimator. Naturally, we apply it to the semi-varying coefficient model. Both of the theoretical and simulation results show that the local average method gives out a satisfying estimation. For the simple varying coefficient model, our estimator can easily deal with the different smoothness problem and reach an optimal rate of convergence \( O_p(n^{-8/9}) \). For the semi-varying coefficient model, the local average estimator for the constant part is asymptotically unbiased and asymptotically normal.

The most impressive contribution of our estimator is the computation simplicity. With a “taking average” step, we concentrate the information and decrease the sample
size. Though a smaller sample size seems to lose some information, the theoretical result indicates that the local average estimator has the same order of variance as we have known all the nuisance estimators. This is because we also decrease the dispersion of the error term in the "average" step. Therefore, we ease the computation burden but still keep the efficiency. From the simulation part we can find that the time spent by local average estimator is significantly less than that of other estimators. This sharply reduced computation time gives the local average estimator a great credit.

This chapter only discussed some most basic applications of the local average method. Much more researches can be conducted in the future. For the semi-varying coefficient model, the updated estimator of the constant coefficients $b$ has been proposed in the simulation section. Clearly, more theoretical and computational results of this updated estimator need to be studied. Besides, all the estimation in this chapter is based on that we have already known which coefficients are constant and which are functional. Lack of this prior information, we are faced with a model selection problem. Here we can still solve this problem with local average method: after getting the primary estimator, we can decide whether this coefficient has a constant trend through some classical model checking procedures. What’s more, the local average method can also adapt to the additive model.

2.6 Appendix

The proof of Theorem 2.2 is almost the same as that of Theorem 2.1. The only difference is that we use a polynomial of order 3 for smoothing in Theorem 2.1 while order 1 is used in Theorem 2.2. Thus we will prove Theorem 2.1 and Theorem 2.3 only.

Proof of Theorem 2.1. We only need to show the mean and variance of the primary estimator are well defined, so that we can transform it into a simple smoothing problem. The final asymptotic conditional bias and variance are just a simple application of the smoothing method.

Note that the primary estimator $a = (a_1^T, a_2^T, ..., a_k^T)^T$, and that the components
\(a_i, \ i = 1, \ldots, k\) are actually calculated separately. So without losing generality, we will discuss \(a_i\) only.

\[
\hat{a}_i = (\hat{a}_1(\bar{U}_i), \hat{a}_2(\bar{U}_i), \ldots, \hat{a}_p(\bar{U}_i))^T
\]

\[
= (X_i^TX_i)^{-1}X_i^TY_i
\]

\[
= (X_i^TX_i)^{-1}X_i^T \begin{pmatrix}
X_{i1}^T(a(U_{i1}) + X_{i1}^T(a(\bar{U}_i)) - X_{i1}^T(a(\bar{U}_i)) + \epsilon_{i1}) \\
X_{i2}^T(a(U_{i2}) + X_{i2}^T(a(\bar{U}_i)) - X_{i2}^T(a(\bar{U}_i)) + \epsilon_{i2}) \\
\cdots \\
X_{ij}^T(a(U_{ij}) + X_{ij}^T(a(\bar{U}_i)) - X_{ij}^T(a(\bar{U}_i)) + \epsilon_{ij})
\end{pmatrix}
\]

\[
= a(\bar{U}_i) + (X_i^TX_i)^{-1}X_i^T \epsilon_i + (X_i^TX_i)^{-1}X_i^T \begin{pmatrix}
X_{i1}^T(a(U_{i1}) - a(\bar{U}_i)) \\
X_{i2}^T(a(U_{i2}) - a(\bar{U}_i)) \\
\cdots \\
X_{ij}^T(a(U_{ij}) - a(\bar{U}_i))
\end{pmatrix}
\]

Now we need to prove that for each \(a_l(\cdot), l = 1, \ldots, p\) and any \(i, j\), \(|a_l(U_{ij}) - a_l(\bar{U}_i)| = O_p\left(\frac{\ln n}{n}\right)\). Let \(F(\cdot)\) be the cumulative distribution of \(U\), i.e., \(F'(u) = f(u)\). Besides, let \(\tau = F(U)\), so we can regard \(\tau\) as a uniformly distributed variable in the interval \([0,1]\). We denote two consecutive order statistics by \(U_{(i+1)}, U_{(i)}\), and \(\tau_{(i+1)}, \tau_{(i)}\) are the corresponding uniformly distributed variables. Then we have

\[
|a_l(U_{ij}) - a_l(\bar{U}_i)| = |a_l'(\xi_{ij})||U_{ij} - \bar{U}_i|
\]

\[
\leq |a_l'(\xi_{ij})| \cdot \frac{I - 1}{2} \max \left|U_{(i+1)} - U_{(i)}\right|
\]

\[
= \frac{(I - 1)}{2} |a_l'(\xi_{ij})| \max \left|F^{-1}(\tau_{(i+1)}) - F^{-1}(\tau_{(i)})\right|
\]

\[
= \frac{(I - 1)}{2} |a_l'(\xi_{ij})| \max (F^{-1}(\eta)|\tau_{(i+1)} - \tau_{(i)})
\]

\[
= \frac{(I - 1)}{2} |a_l'(\xi_{ij})| \max \frac{1}{f(u_{\eta})}|\tau_{(i+1)} - \tau_{(i)}|
\]

\[
\leq \frac{(I - 1)}{2\delta} |a_l'(\xi_{ij})| \max |\tau_{(i+1)} - \tau_{(i)}|
\]

\[
= \frac{(I - 1)}{2\delta} |a_l'(\xi_{ij})| O_p\left(\frac{\ln n}{n}\right)
\]

where \(\xi_{ij}\) is between \(U_{ij}\) and \(\bar{U}_i\), \(\eta\) is between \(\tau_{(i+1)}\) and \(\tau_{(i)}\), \(u_{\eta} = F^{-1}(\eta)\). The last equation holds by the Theorem 3.1 of Lars Holst(1980). Therefore,

\[
\hat{a}_i = a(\bar{U}_i) + (X_i^TX_i)^{-1}X_i^T \epsilon_i + O_p\left(\frac{\ln n}{n}\right)
\]
and
\[ E(\hat{a}_i) = a(\bar{U}_i) + O_p\left(\frac{\ln n}{n}\right), \]
\[ \text{var}(\hat{a}_i) = E[(X_i^TX_i)^{-1}|U]\sigma^2 = E[(\sum_{j=1}^{T} X_jX_j^T)^{-1}|U]\sigma^2. \]

What’s more, since the ordering is no longer needed in the following smoothing step, we can naively consider the primary estimators \((\bar{U}_i, \hat{a}_i), 1 = 1, \ldots, k\) are independent and identically distributed.

In our setting, we use the local polynomial regression to do the smoothing. Then we can simply apply the Theorem 3.1 in Fan and Gijbels(1996) to get the final results.

**Proof of Theorem 2.3.** Similarly as in proof of Theorem 2.1, for each group, we can write

\[
Y_i = (y_{i1}, y_{i2}, \ldots, y_{it})^T
\]

\[
= \begin{pmatrix}
X_{i1}^T(a(U_{i1}) - a(\bar{U}_i)) \\
X_{i2}^T(a(U_{i2}) - a(\bar{U}_i)) \\
\vdots \\
X_{it}^T(a(U_{it}) - a(\bar{U}_i))
\end{pmatrix} + X_i^Ta(\bar{U}_i) + Z_i^Tb + \epsilon_i
\]

\[
= O_p\left(\frac{\ln n}{n}\right) + X_i^Ta(\bar{U}_i) + Z_i^Tb + \epsilon_i
\]

Then

\[
\hat{b} = (0_{1 \times kp}, 1_{1 \times q})(\Phi^T\Phi)^{-1}\Phi^TY
\]

\[
= (0_{1 \times kp}, 1_{1 \times q})(\Phi^T\Phi)^{-1}\Phi^TO_p\left(\frac{\ln n}{n}\right) + b + (0_{1 \times kp}, 1_{1 \times q})(\Phi^T\Phi)^{-1}\Phi^T\epsilon \quad (2.3)
\]

Here we can notice that the local average estimator is asymptotically unbiased. Now we will continue to prove the asymptotic normality.

By equation (2.3), we can have

\[
\sqrt{n}(\hat{b} - b) = (0_{1 \times kp}, 1_{1 \times q})(\Phi^T\Phi)^{-1}\Phi^T O_p\left(\frac{\ln n}{\sqrt{n}}\right) + \sqrt{n}(0_{1 \times kp}, 1_{1 \times q})(\Phi^T\Phi)^{-1}\Phi^T\epsilon
\]

\[
= \sqrt{n}(0_{1 \times kp}, 1_{1 \times q})(\Phi^T\Phi)^{-1}\Phi^T\epsilon + o_p(1)
\]
Since
\[
\Phi = \begin{pmatrix}
X_1 & 0 & \cdots & 0 & Z_1 \\
0 & X_2 & \cdots & 0 & Z_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & X_k & Z_k
\end{pmatrix},
\]
then
\[
\Phi^T \Phi = \begin{pmatrix}
X_1^T X_1 & 0 & \cdots & 0 & X_1^T Z_1 \\
0 & X_2^T X_2 & \cdots & 0 & X_2^T Z_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & X_k^T X_k & X_k^T Z_k \\
Z_1^T X_1 & Z_2^T X_2 & \cdots & Z_k^T X_k & \sum_{i=1}^k Z_i^T Z_i
\end{pmatrix} = \begin{pmatrix} A & B \\ B^T & C \end{pmatrix}
\]
where \(A = \text{diag}(X_1^T X_1, \ldots, X_k^T X_k)\), \(B = (Z_1^T X_1, \ldots, Z_k^T X_k)^T\) and \(C = \sum_{i=1}^k Z_i^T Z_i\).

Then it can be inverted blockwise as following:
\[
\begin{pmatrix} A & B \\ B^T & C \end{pmatrix}^{-1} = \begin{pmatrix}
A^{-1} + A^{-1}B(C - B^TA^{-1}B)^{-1}B^TA^{-1} & -A^{-1}B(C - B^TA^{-1}B)^{-1} \\
-(C - B^TA^{-1}B)^{-1}B^TA^{-1} & (C - B^TA^{-1}B)^{-1}
\end{pmatrix}
\]
So
\[
(0_{1 \times kp}, 1_{1 \times q})(\Phi^T \Phi)^{-1}\]
\[
= \begin{pmatrix}
-(C - B^TA^{-1}B)^{-1}B^TA^{-1} & (C - B^TA^{-1}B)^{-1}
\end{pmatrix}
\]
\[
= \left(\sum_{i=1}^k Z_i^T Z_i - Z_i^T X_i(X_i^T X_i)^{-1}X_i^T Z_i\right)^{-1} \left(- \sum_{i=1}^k Z_i^T X_i(X_i^T X_i)^{-1} I\right)
\]
Then we can have
\[
\sqrt{n}(0_{1 \times kp}, 1_{1 \times q})(\Phi^T \Phi)^{-1} \Phi^T \epsilon = \left\{ \frac{1}{n} \sum_{i=1}^k Z_i^T Z_i - Z_i^T X_i(X_i^T X_i)^{-1}X_i^T Z_i\right\}^{-1}
\]
\[
\times \left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^k (Z_i^T - Z_i^T X_i(X_i^T X_i)^{-1}) \epsilon_i\right\}
\]
\[
= R_1^{-1} R_2
\]
Since
\[
R_1 = \frac{1}{k} \sum_{i=1}^k \left[ \frac{1}{I} \sum_{j=I} Z_{ij} Z_{ij}^T - \left( \frac{1}{I} \sum_{j=I} Z_{ij} X_{ij}^T \right) \left( \frac{1}{I} \sum_{j=I} X_{ij} X_{ij}^T \right)^{-1} \left( \frac{1}{I} \sum_{j=I} X_{ij} Z_{ij}^T \right) \right]
\]
By law of large numbers, as \( k \to \infty \)

\[
R_1 \to \mathbb{E}[\frac{1}{I} \sum_{j=1}^{I} Z_{ij}Z_{ij}^T - (\frac{1}{I} \sum_{j=1}^{I} Z_{ij}X_{ij}^T)(\frac{1}{I} \sum_{j=1}^{I} X_{ij}X_{ij}^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_{ij}Z_{ij}^T)]
\]

\[
= \mathbb{E}[\frac{1}{I} \sum_{j=1}^{I} Z_{ij}Z_{ij}^T - (\frac{1}{I} \sum_{j=1}^{I} Z_{ij}X_{ij}^T)(\frac{1}{I} \sum_{j=1}^{I} X_{ij}X_{ij}^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_{ij}Z_{ij}^T)]_{U_1, \ldots, U_{II}]
\]

\[
= \mathbb{E}[\frac{1}{I} \sum_{j=1}^{I} \mathbb{E}[Z_{ij}Z_{ij}^T | U_{ij}]]
\]

\[
- \mathbb{E}[\mathbb{E}[(\frac{1}{I} \sum_{j=1}^{I} Z_{ij}X_{ij}^T)(\frac{1}{I} \sum_{j=1}^{I} X_{ij}X_{ij}^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_{ij}Z_{ij}^T)]_{U_1, \ldots, U_{II}]]
\]

\[
= \mathbb{E}[ZZ^T] - \mathbb{E}[\mathbb{E}[(\frac{1}{I} \sum_{j=1}^{I} Z_{ij}X_{ij}^T)(\frac{1}{I} \sum_{j=1}^{I} X_{ij}X_{ij}^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_{ij}Z_{ij}^T)]_{U_1, \ldots, U_{II}]]
\]

\[
= \Sigma
\]

Next we deal with the term \( R_2 \). Regardless of the ordering and given \( \{(U_i, X_i, Z_i)\} \), \( i = 1, \ldots, n \), \( \varepsilon_i \) is independent of each other and has mean zero. Therefore, \( R_2 \) is asymptotically normal with mean zero. Then we only need to show the limiting variance of \( R_2 \).

\[
\text{Var}(R_2 | U, X, Z)
\]

\[
= \frac{1}{n} \sum_{i=1}^{k} \left( Z_i^T - Z_i^T X_i (X_i^T X_i)^{-1} \right) (Z_i^T - Z_i^T X_i (X_i^T X_i)^{-1})^T \times \mathbb{E}[\varepsilon_i^2 | U, X, Z]
\]

\[
= \sigma^2 \frac{1}{n} \sum_{i=1}^{k} (Z_i^T Z_i - Z_i^T X_i (X_i^T X_i)^{-1} X_i^T Z_i)
\]

\[
\to \sigma^2 \mathbb{E}[(\frac{1}{I} \sum_{j=1}^{I} Z_{ij}Z_{ij}^T - (\frac{1}{I} \sum_{j=1}^{I} Z_{ij}X_{ij}^T)(\frac{1}{I} \sum_{j=1}^{I} X_{ij}X_{ij}^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_{ij}Z_{ij}^T)]
\]

\[
= \mathbb{E}[ZZ^T] - \mathbb{E}[\mathbb{E}[(\frac{1}{I} \sum_{j=1}^{I} Z_{ij}X_{ij}^T)(\frac{1}{I} \sum_{j=1}^{I} X_{ij}X_{ij}^T)^{-1}(\frac{1}{I} \sum_{j=1}^{I} X_{ij}Z_{ij}^T)]_{U_1, \ldots, U_{II}]]
\]

\[
= \sigma^2 \Sigma
\]

Therefore, by the Slutsky theorem, we have

\[
\sqrt{n}(\mathbf{b} - \mathbf{b}) \to N(0, \sigma^2 \Sigma^{-1})
\]
Chapter 3

Variance Estimation for
Semi-parametric Regression Models

3.1 Introduction

In regression analysis, a resident part of the model is the error term, which is not only a representation of the randomness of the model, but also contains useful information such as the signal-to-noise ratio and goodness-of-fit. Variance estimation is a fundamental problem in statistical modelling and plays an important role in the inferences after model selection and estimation. Moreover, it provides a benchmark of prediction error when a given model is compared to the “oracle” model. In practice, variance estimation has wide application in many areas, such as quality control (Box and Ramirez, 1987), confidence interval construction (Carroll, 1987), and immunoassay (Butt, 1984), among others (Carroll and Ruppert, 1988).

Many methods of variance estimation have been brought up throughout the decades. For parametric regression models, the variance can be estimated by the least squares method or the maximum likelihood estimation method. For nonparametric and semiparametric regression models, it is a bit more challenging to estimate the variance accurately. For example, consider a simple nonparametric regression
model,

$$y_i = f(x_i) + \epsilon_i, \ i = 1, \ldots, n,$$

(3.1)

where $f(\cdot)$ is an unknown smooth function, and the error terms $\epsilon_i$'s are i.i.d. with mean zero and constant variance $\sigma^2$. Two main estimation approaches are reported in the literature. One approach is first to estimate the nonparametric function $f(\cdot)$ and then to calculate the estimate of residual variance based on the residual sum of squares (RSS) and its degrees of freedom. In theory, to estimate the nonparametric function $f(\cdot)$ accurately and efficiently, smoothness conditions are imposed on $f(\cdot)$ that may increase the possibility of model misspecification. In practice, smoothing techniques such as kernel methods or spline methods are implemented to estimate $f(\cdot)$. The selection of the bandwidth or the number and positions of basis functions is challenging and computationally intensive, which can greatly affect the estimation of $f(\cdot)$ and thus the estimations of RSS and its degrees of freedom.

Another approach is the difference-based method. This approach can directly estimate $\sigma^2$ without knowing much information about the nonparametric function $f(\cdot)$. Rice (1984) proposed a first-order difference-based method to estimate the residual variance. The basic idea is to avoid the estimation of unknown function $f(x_i)$ and remove its effect by taking the differences for adjacent $x_i$'s and calculating the residual variance directly. More difference-based methods were introduced later, for example, by Gasser et al. (1986), Hall and Marron (1990), and Klipple and Eubank (2007). None of the above estimators achieves the asymptotic optimal efficiency for the mean squared error (Dette, Munk and Wagner, 1998). Müller et al. (2003) studied a class of difference-based estimators, and under certain assumptions for the difference weights, the asymptotic optimal efficiency can be achieved. Tong and Wang (2005) suggested a regression type of difference-based estimator for an equally spaced design. Furthermore, motivated by Tong and Wang (2005), Park, Kim and Lee (2012) explored the difference-based variance estimator for small sample nonparametric regression modeling problems. Brown and Levine (2007) considered the variance function estimation in nonparametric regression by the difference-based approach. The optimal convergence rates over broad function classes and bandwidths are fully characterized. Wang et al. (2008) further investigated the minimax rate of the convergence of the variance
function estimation in nonparametric regression and particularly studied the effect of the unknown mean function on the estimation of the variance function. Cai et al. (2009) extended Wang et al. (2008)'s results to the variance function estimation in multivariate nonparametric regression with a fixed design.

The difference-based methods are much more robust and computationally simple, but they often assume the nonparametric regression model has certain simple structure and the design point is univariate and equally spaced. It is unclear how to generalize this to more complicated nonparametric and semi-parametric models. Wang et al. (2011) and Brown et al. (2016) tried to use the difference-based approach to estimate the semi-parametric partially linear and multivariate partially linear model and obtained an optimal efficient estimator of the linear components in the model. Furthermore, testing methods were also developed for the statistical inference problems. It is appropriate to try to extend the difference-based approach to more complex nonparametric or semi-parametric regression models and not to focus solely on variance or variance function estimation.

In this chapter, we propose a local average method to estimate the residual variance for nonparametric and semi-parametric models based on the idea of partial consistency. First, we approximate the nonparametric function by a step constant function locally and then reparameterize nonparametric and semi-parametric models into high-dimensional linear models. The ordinary least squares method can then be implemented to calculate the residual and estimate the residual variance. The reparameterized linear model is high-dimensional because the number of nuisance parameters increases with the sample size. These nuisance parameters cannot be estimated consistently. However, the residual variance can be estimated consistently and with near efficiency because of the partial consistency. Compared to the difference-based method, our proposed method can be easily generalized to more complicated models and does not require equally spaced assumptions for the design point.

The remainder of this chapter is organized as follows. In Section 2, we first review the classical estimation methods for residual variance and then propose a local average variance estimation method and investigate its asymptotic properties. In Section 3, we extend the proposed method to semi-parametric partially linear
models and varying coefficient models and further propose a refined local average variance estimator and discuss numerical implementation issues. Furthermore, for the simple nonparametric regression, based on the basic motivation of our local average method, and combined with the ideas of kernel function and moving average, we suggest other two methods to improve the efficiency and stability of our original local average method. In Section 4, we discuss some applications of the proposed local average variance estimation method. Numerical studies and real data analysis are presented to illustrate the finite performance of the proposed method in Section 5. Some discussion and conclusions are given in Section 6. All of the proofs are relegated to the Appendix.

3.2 Variance estimation by local average

3.2.1 Review of classical methods

Consider the linear model,

\[ y_i = X_i^T \beta + \epsilon_i, \quad i = 1, ..., n, \quad \text{or} \quad Y = X \beta + \epsilon, \]

where \( Y = (y_1, ..., y_n)^T \) is an \( n \)-vector of responses, \( X = (X_1, ..., X_n)^T \) is an \( n \times p \) design matrix, \( \beta = (\beta_1, ..., \beta_p)^T \) is a \( p \)-vector of parameters, and \( \epsilon = (\epsilon_1, ..., \epsilon_n) \) is an \( n \)-vector of i.i.d. random errors with mean zero and variance \( \sigma^2 \). The ordinary least squares estimator \( \hat{\sigma}^2 \) is

\[ \hat{\sigma}^2 = \frac{Y^T (I - H) Y}{\text{tr}(I - H)}, \]

where \( H = X(X^T X)^{-1} X^T \) is the projection operator onto the linear space generated by the column vectors of \( X \), \( Y^T (I - H) Y \) is the residual sum of squares (RSS), and \( \text{tr}(I - H) \) is the corresponding degrees of freedom. This estimator \( \hat{\sigma}^2 \) is the best linear unbiased estimator with asymptotic normality.

Consider the nonparametric regression model 3.1: in general, the residual vector and the RSS can be calculated, respectively, as

\[ \hat{\epsilon} = Y - \hat{Y} = Y - \hat{f} = (I - S)Y, \quad \text{RSS} = Y^T (I - S)^T (I - S) Y, \]

where \( S \) is a smoothing matrix and, in practice, can be constructed by various methods such as the kernel method and the spline method. Although \( f(\cdot) \) can be estimated
efficiently, the bias would seriously affect the estimation of the residual variance. Moreover, it is a bit challenging to estimate the degrees of freedom of this RSS accurately because the matrix \((I - S)\) is not a projection matrix as \(H\). In most situations, \(\text{tr}(I - S)^T(I - S)\) is used to approximate the degrees of freedom of this RSS, whose calculation depends on the choice of the bandwidth \(h\) or the number and locations of basis functions. Furthermore, the optimal bandwidth \(h\) or basis functions for the efficient variance estimator would not be the same as the optimal bandwidth \(h\) or basis functions for the estimator of the mean function. Because selection of the optimal bandwidth or basis functions is involved in many complex computational procedures, it may lead to an unstable or even a biased estimator of the residual variance.

Another approach is the difference-based method proposed by Rice (1984). Consider model 3.1 and, without loss of generality, assume \(0 \leq x_1 \leq \cdots \leq x_n \leq 1\), then the difference-based estimator is defined as

\[
\hat{\sigma}^2_R(k) = \frac{1}{2(n-k)} \sum_{i=k+1}^{n} (y_i - y_{i-k})^2.
\]

Note that \(y_i - y_{i-k} = f(x_i) - f(x_{i-k}) + \epsilon_i - \epsilon_{i-k}\). When \(x_i\)'s are equally spaced, the first term of the difference of the mean functions \(f(x_i)\) and \(f(x_{i-k})\) should be of the order \(O(n^{-1})\) given \(k\) is constant. It is much smaller than the second term, the difference of errors \(\epsilon_i\) and \(\epsilon_{i-k}\), in terms of orders of magnitude, and thus can be ignored in calculating \(\hat{\sigma}^2_R(k)\). Gasser et al. (1986) proposed a second-order difference-based estimator to improve the estimation efficiency,

\[
\hat{\sigma}^2_{GSJ} = \frac{1}{n-2} \sum_{i=2}^{n-1} c_i^2 \hat{\epsilon}_i^2,
\]

where \(\hat{\epsilon}_i\) is the difference between \(y_i\) and the value at \(x_i\) of the line joining \((x_{i-1}, y_{i-1})\) and \((x_{i+1}, y_{i+1})\), and \(c_i\)'s are chosen such that \(E[c_i^2 \hat{\epsilon}_i^2] = \sigma^2\) for all \(i\) when \(f(\cdot)\) is linear. Müller et al. (2003) considered a class of difference-based estimators,

\[
\hat{\sigma}^2_{MSW} = \frac{1}{2} \sum_{i \neq j} W_{ij} \sum_{i \neq j} W_{ij} (y_i - y_j)^2,
\]

where \(W_{ij}\)'s are weights only depending on \(x_i\)'s. They showed under certain assumptions that the asymptotic optimal rate of the mean squared errors can be achieved by \(\hat{\sigma}^2_{MSW}\). For the difference-based method, notice that when \(x_i\)'s are equally spaced
in $[0, 1]$, i.e. $x_i = i/n$,

$$E[\hat{\sigma}_R^2(k)] \simeq \sigma^2 + Jd_k, \quad 1 \leq k \leq m, \quad m = o(n),$$

where $d_k = k^2/n^2$ and $J = \int_0^1 \{f'(x)\}^2 dx/2$. Based on this fact, Tong and Wang (2005) considered a linear model $s_k = \alpha + \beta d_k + e_k$, where $s_k = \sum_{i=k+1}^n (y_i - y_{i-k})^2 \{2(n-k)\}$, $1 \leq k \leq m$, and proposed a variance estimator,

$$\hat{\sigma}_T^2 = \hat{\alpha},$$

where $\hat{\alpha}$ is the estimated intercept. This method reduces the asymptotic rate of mean squared errors to $O_p(n^{-1})$ with an optimal bandwidth $m$.

The difference-based methods have the advantages of avoiding the estimation of the nonparametric function and reducing the computational cost, but their extensions to more general settings are somewhat limited. For example, some methods such as Tong and Wang’s method require the $x_i$’s to be equally spaced, and it is unclear how the variation of $x_i$’s affects the estimation of the residual variance. Moreover, the difference-based operation increases the complexity of the model variance, and it is unclear how to generalize it to more complicated nonparametric and semiparametric models.

### 3.2.2 Local average method

For the sake of simplicity, assume that $x_i$’s are ordered in an ascending order $x_1 \leq x_2 \leq \ldots \leq x_n$, denote $x_{ij} = x_{I(i-1)+j}$, and then split $x_i$ into $k = n/I$ groups with $I$ observations in each group:

$$x_{11}, x_{12}, \ldots, x_{1I}, x_{21}, x_{22}, \ldots, x_{2I}, \ldots, x_{k1}, x_{k2}, \ldots, x_{kI}.$$  

The number of samples $I$ in each group is a fixed constant and independent of the sample size, and the number of group $k$ is proportionate to the sample size. When the interval is small enough, those $x_i$’s falling in the same interval are expected to be close, so do the nonparametric function values $f(x_i)$’s. Therefore, for the $i$th group, we take the local average of $y_{ij}$’s as the estimated function values of $f(x_{ij})$’s:

$$\hat{f}(x_{i1}) = \hat{f}(x_{i2}) = \cdots = \hat{f}(x_{iI}) = \frac{1}{I} \sum_{j=1}^I y_{ij} \Delta y.$$
and then propose a local average variance estimator
\[
\hat{\sigma}^2_L = \frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - \hat{f}(x_{ij}))^2 = \frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - \bar{y}_i)^2.
\] (3.2)

In fact, by the step function approximation, the nonparametric regression model 3.1 can be reparameterized and rewritten as a high-dimensional linear model:
\[
y_{ij} = X_{ij}^T \alpha + \varepsilon_{ij}^*, i = 1, \ldots, k, j = 1, \ldots, I,
\] (3.3)

where \(y_{ij} = y_{i(i-1)+j}, X_{ij}\) is a \(k\)-vector with zero elements except one for the \(i\)th element, \(\alpha = (\alpha_1, \ldots, \alpha_k)^T\) is a \(k\)-vector of unknown parameters, and \(\varepsilon_{ij}^* = \varepsilon_{ij} + f(x_{ij}) - \frac{1}{I} \sum_{j=1}^{I} f(x_{ij})\). The ordinary least squares method can then be used to estimate the model, residuals, and the residual variance, where \(k\) can be regarded as the degrees of freedom of RSS.

**Remark:** Model (3.3) is quite similar to an ANOVA model in form, and one may think to apply the variance estimation approach to obtain an efficient estimator of the variance. However, model (3.3) is different from an ANOVA model in two significant ways. First, the parameters \(\alpha\) in model (3.3) are treated as fixed effects since they depend on the unknown function \(f(\cdot)\), and it would be inappropriate to regard them as random effects following some covariance matrix structure. Second, the error in model (3.3) combines both a real mean zero random error and an approximation error, and the effect of such an approximated error on the final variance estimator is unclear.

### 3.2.3 Theoretical properties

We need the following two regularity conditions to investigate the theoretical properties of the proposed local average variance estimator.

**(A)** The residuals \(\varepsilon_i\)'s are i.i.d. with \(E[\varepsilon_i] = 0, E[\varepsilon_i^2] = \sigma^2\), and \(E[\varepsilon_i^4] = \mu_4 < \infty\).

**(B)** The function \(f(\cdot)\) and its corresponding first and second derivatives are all bounded.

**Theorem 3.1.** Under Conditions (A) and (B), the local average variance estimator \(\hat{\sigma}^2_L\) in (3.2) for the nonparametric model (3.1) is asymptotically normal,
\[
\sqrt{n}(\hat{\sigma}^2_L - \sigma^2) \xrightarrow{D} N(0, \mu_4 - \frac{I-3}{I-1} \sigma^4).
\]
Remark: The reparameterized linear model is high-dimensional because the number of parameters $\alpha$ increases in proportion to the sample size, and thus the estimation of $\alpha$ or $f(x_{ij})$ cannot be consistent. However, our interest is the estimation of the residual variance, and Theorem 3.1 shows that the proposed local average estimator $\hat{\sigma}_L^2$ in (3.2) is a consistent estimation of $\sigma^2$. This is the so-called partial consistency phenomenon (Neyman and Scott, 1948; Fan, Huang and Peng, 2005). Here, $\sigma^2$ is called the structural parameter of the model and can be estimated consistently, while $\alpha$ is called the incidental parameter and cannot get consistent estimator.

### 3.3 Extensions of the estimator

#### 3.3.1 Partially linear models

Consider a partially linear regression model,

$$y_i = Z_i^T \beta + f(x_i) + \epsilon_i, \ i = 1, ..., n,$$

where $Z_i = (z_{i1}, ..., z_{ip})^T$ is a $p$-vector of covariates, $\beta = (\beta_1, ..., \beta_p)^T$ is a $p$-vector of parameters, $f(\cdot)$ is an unknown smooth function, and the error terms $\epsilon_i$’s are i.i.d. with mean zero and constant variance $\sigma^2$. Denote $Y = (y_1, ..., y_n)^T$ and $Z = (Z_1, ..., Z_n)^T$. Klipple and Eubank (2007) proposed a difference-based variance estimator for (3.4),

$$\hat{\sigma}_K^2 = \frac{Y^T D^T (I - P) D Y}{\text{tr}\{D^T (I - P) D\}},$$

where $D$ is the so-called differencing matrix, and $P = DZ(Z^T D^T DZ)^{-1} Z^T D^T$ is the projection matrix. This method is quite complicated because the difference weights have to be chosen carefully to balance the bias and the variance.

By the local average method, we assume $x_i$’s are ordered in ascending order $x_1 < x_2 < \cdots < x_n$, and then split the data into $k = n/I$ groups by $x_i$’s. Denote the $j$th data in the $i$th group as $(x_{ij}, Z_{ij}, y_{ij}, \epsilon_{ij}) = (x_t, Z_t, y_t, \epsilon_t)$, $t = (i - 1) \times I + j$. For the $i$th group, we approximate the function values $f(x_{ij})$’s by their average $\frac{1}{I} \sum_{j=1}^{I} f(x_{ij})$. When $I$ is small, the approximation error $f(x_{ij}) - \frac{1}{I} \sum_{j=1}^{I} f(x_{ij})$ is of the order $O(n^{-1})$, much smaller than the order of the difference of $\epsilon_{ij}$’s. Similarly,
(3.4) can be reparameterized and rewritten as

\[ y_{ij} = \alpha_i + Z_{ij}^T \beta + \epsilon_{ij}^*, i = 1, \ldots, k, j = 1, \ldots, I, \]  

(3.5)

where \( \alpha_i = \frac{1}{I} \sum_{j=1}^I f(x_{ij}) \) and \( \epsilon_{ij}^* = \epsilon_{ij} + f(x_{ij}) - \frac{1}{I} \sum_{j=1}^I f(x_{ij}) \). Thus, by the ordinary least squares method, we have

\[
\hat{\beta} = \left\{ \sum_{i,j} (Z_{ij} - \bar{Z}_i)^T (Z_{ij} - \bar{Z}_i) \right\}^{-1} \left\{ \sum_{i,j} (Z_{ij} - \bar{Z}_i)^T (y_{ij} - \bar{y}_i) \right\},
\]

\[
\hat{\alpha}_i = \frac{1}{I} \sum_{j=1}^I \{ y_{ij} - Z_{ij}^T \hat{\beta} \}, \quad i = 1, \ldots, k.
\]

Therefore, we propose a local average variance estimator

\[
\hat{\sigma}_L^2 = \frac{1}{n - k} \sum_{i=1}^k \sum_{j=1}^I (y_{ij} - Z_{ij}^T \hat{\beta} - \hat{\alpha}_i)^2.
\]  

(3.6)

**Theorem 3.2.** Under Conditions (A) and (B), the local average variance estimator \( \hat{\sigma}_L^2 \) in (3.6) for the partial linear model (3.4) is asymptotically normal,

\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) \xrightarrow{D} N(0, \mu_4 - \frac{I - 3}{I - 1} \sigma^4).
\]

**Remark:** The asymptotic variance of the estimator \( \hat{\sigma}_L^2 \) in (3.6) for the partial linear model (3.4) is the same as that of \( \hat{\sigma}_L^2 \) in (3.2) for the nonparametric model (3.1). This means that the estimation of \( \beta \) has little effect on the variance estimation for the local average method. As shown by Fan, Huang and Peng (2005), for such a high-dimensional model (3.6), the structural parameter \( \beta \) can be estimated consistently and almost efficiently.

### 3.3.2 Varying coefficient models

Consider a varying coefficient model

\[
y_i = \sum_{i=1}^p a_i(U_i) x_{il} + \epsilon_i = X_i^T a(U_i) + \epsilon_i, i = 1, \ldots, n,
\]

(3.7)

where \( U_i \) is the index variable, \( X_i = (x_{i1}, \ldots, x_{ip})^T \) is a \( p \)-vector of covariates, and \( a(\cdot) = (a_1(\cdot), \ldots, a_p(\cdot))^T \) is a \( p \)-vector of unknown varying coefficient functions. By the local polynomial fitting, Zhang and Lee (2000) proposed a variance estimator

\[
\hat{\sigma}_{\text{poly}}^2 = \frac{1}{n} \sum_{i=1}^n \hat{\sigma}_{\text{poly}}^2(U_i).
\]
For each given point \( u_0 \),

\[
\hat{\sigma}^2_{\text{poly}}(u_0) = \frac{Y^T \{ W - WX(X^TWX)^{-1}X^TW \} Y}{\text{tr}\{ W - (X^TWX)^{-1}X^TW^2X \}},
\]

where \( W = \text{diag}(K_h(U_1 - u_0), ..., K_h(U_n - u_0)) \), \( K_h(\cdot) = K(\cdot)/h \), \( K(\cdot) \) is a kernel function and \( h \) is the bandwidth, and \( X = (X_1, ..., X_n)^T \otimes (1, (U_1 - u_0), ..., (U_1 - u_0)^q) \), with \( \otimes \) denoting the Kronecker product. As discussed above, it is not an easy task to select an appropriate bandwidth simultaneously for all varying coefficient functions. Moreover, an optimal bandwidth selection can be quite arduous and time-consuming, although the primary interest is only to estimate the residual variance.

For our proposed local average method, without loss of generality, we assume the index variable \( U_i \)'s are ordered in ascending order \( U_1 < U_2 < \cdots < U_n \) and then split the data into \( k = n/I \) groups by \( u_i \)'s. Denote the \( j \)th data in the \( i \)th group as \((U_{ij}, X_{ij}, y_{ij}, \epsilon_{ij}) = (U_t, X_t, y_t, \epsilon_t), t = (i - 1) \ast I + j. \) If, for the \( i \)th group, we treat the coefficient functions as piecewise constant \( a(U_{i1}) = a(U_{i2}) = \cdots = a(U_{II}) = a_i \), then (3.7) can be rewritten as

\[
Y_i = X_i a_i + \epsilon_i^* \quad \text{or} \quad Y = X a + \epsilon^*,
\]

where \( Y_i = (y_{i1}, ..., y_{II})^T \) is a \( I \)-vector of responses, \( X_i = (X_{i1}, ..., X_{II})^T \) is an \( I \times p \) matrix of covariates, \( a_i = (a_{i1}, ..., a_{ip})^T \) is a \( p \)-vector of unknown parameters, \( \epsilon_i^* = (\epsilon_{i1}^*, ..., \epsilon_{II}^*)^T \) is an \( I \)-vector of random errors, and \( Y = (Y_1, ..., Y_k)^T \), \( X = \text{diag}(X_1, ..., X_k) \), \( a = (a_1, ..., a_k)^T \), \( \epsilon^* = (\epsilon_1^*, \epsilon_2^*, ..., \epsilon_k^*)^T \). Thus, by the ordinary least squares method, we propose a local average variance estimator

\[
\hat{\sigma}^2_L = \frac{Y^T P Y}{\text{tr}(P)}, \tag{3.8}
\]

where \( P = I - X(X^T X)^{-1}X^T \).

We need the following regularity conditions to investigate the theoretical properties of the proposed local average variance estimator.

\( (A') \) The residuals \( \epsilon_i \)'s are normally distributed with mean zero and variance \( \sigma^2 \).

\( (B') \) The coefficient functions \( a_l(\cdot), l = 1, ..., p \), and their corresponding first and second derivatives are all bounded.

\( (C') \) All predictors are bounded, \( \|X\| < \infty \).
Theorem 3.3. Under Conditions (A') - (C'), the local average variance estimator (3.8) for the varying coefficient model (3.7) is asymptotically normal,
\[ \sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) \xrightarrow{D} N(0, \frac{2I\sigma^4}{I - p}). \]

Remark: The normality assumption (A') is assumed only to facilitate the proof. In general, the asymptotic variance is \( \frac{I(\mu_4 - 3\sigma^4)}{k(I - p)^2} p^T p \frac{2I\sigma^4}{I - p} \), where \( p \) is the diagonal vector of \( P \). The first term disappears under the normality assumption because \( \mu_4 - 3\sigma^4 = 0 \). Without the normality assumption, this asymptotic variance is still bounded. As the projection matrix \( P \) is idempotent and symmetric, we have
\[ \frac{(I - p)^2 k}{I} = \frac{k^2(I - p)^2}{n} = \frac{tr(P)^2}{n} \leq p^T p \leq tr(P^T P) = tr(P) = k(I - p). \]
Therefore, the asymptotic variance is bounded by \( \frac{\mu_4 - 3\sigma^4}{n} + \frac{2I\sigma^4}{n(I - p)} \) and \( \frac{1}{n(I - p)}(\mu_4 - \sigma^4) \).

Remark: For the nonparametric model, the partially linear model and the varying coefficient model, our proposed local average variance estimators all achieve the asymptotic optimal rate for the mean squared errors (Dette, Munk, and Wagner, 1998), i.e., \( \text{MSE}(\hat{\sigma}^2) = n^{-1}\text{var}(\epsilon^2) + o(n^{-1}) \). The difference-based estimator proposed by Tong and Wang (2005) also achieves the asymptotic optimal rate for the mean squared errors but only under an equally spaced design setting. Moreover, our method is straightforward with light computational cost and can be easily extended to more complicated settings.

3.3.3 Refined local average variance estimator

Theorems 3.1-3.3 show that the asymptotic variance of our proposed local average estimators decreases as \( I \) increases. In next section, numerical studies show that our method is robust to the selection of interval length \( I \). Even \( I = 2 \) can lead to a consistent variance estimator, although \( I > p \) for (3.8) are required to make the method valid. Selecting an optimal \( I \) may, in practice, improve the performance of our proposed method but require additional computational cost. Here, we propose a refined local average variance estimator by aggregating estimators over different \( I \)'s, which is expected to be more stable.
First, consider the local average variance estimator $\hat{\sigma}_L^2$ in (3.2) for the nonparametric model 3.1. By some calculations, we can show that

$$E[\hat{\sigma}_L^2(I)] = \beta_1 + \beta_2 \frac{I(I+1)}{n^2} + o\left(\frac{1}{n^2}\right), \quad I = 2, \ldots, m,$$

where $m = o(n)$ is a predefined constant, $\beta_1 = \sigma^2$, and $\beta_2 = J = \frac{1}{12} \int f'(x)^2 dx$. We naturally consider a linear model

$$\hat{\sigma}_L^2(I) = \beta_1 + \beta_2 \frac{I(I+1)}{n^2} + e_I, \quad I = 2, \ldots, m.$$

Under the normality assumption for $\epsilon$ and by Theorem 3.1, it is easy to show that $\text{var}(e_I) \approx \frac{I}{I-1} 2\sigma^4$. Hence, we instead consider a linear model

$$s_I = \beta_1 t_{I1} + \beta_2 t_{I2} + e^*_I, \quad I = 2, \ldots, m,$$

where $s_I = w_I \hat{\sigma}_L^2(I), t_{I1} = w_I \frac{I(I+1)}{n^2},$ and $w_I = \sqrt{n(I-1)/I}$. The variance of $e^*_I$ is now approximately a constant $2\sigma^4$. By the ordinary least squares, we propose a refined local average variance estimator

$$\hat{\sigma}_*^2 = \hat{\beta}_1 = \frac{(\sum s_{I1})(\sum t_{I2}^2) - (\sum t_{11} t_{I2})(\sum t_{I2} s_I)}{(\sum t_{I1}^2)(\sum t_{I2}^2) - (\sum t_{I1} t_{I2})^2}.$$

In this way, we use the regression technique to reduce the bias and variance of multiple local average variance estimators, which is expected to improve the stability of this estimator.

Similar techniques can be extended to the partially linear model and the varying coefficient model. We have, for the partially linear model,

$$E[\hat{\sigma}^2(I)] = \left(1 + \frac{I}{n(I-1)}\right) \sigma^2 + \frac{I(I+1)}{n^2} J + o\left(\frac{1}{n}\right),$$

where $J$ is a constant depending on the nonparametric function $f(\cdot)$, and for the varying coefficient model,

$$E[\hat{\sigma}^2(I)] = \sigma^2 + C \frac{(I-1)(I+1)}{n^2} + o(1),$$

where $C$ is a constant depending on the varying coefficient functions $a(\cdot)$ and the covariance matrix $\Sigma$ of $X$.  
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3.3.4 More extensions

The basic idea of the proposed local average error variance estimation method is trying to use the local average to reduce the bias of the nonparametric function estimators as much as possible, even though the variance of the nonparametric function estimators would become larger and they could not be consistent and efficient estimators of the nonparametric function. However the error variance is a global model parameter. The inflated variance of the nonparametric function estimators can be integrated by the sum of quantitative values of all observations, and the effect of slight bias of the nonparametric function estimators could be ignored. Hence it could be expected that the global parameter estimators, such as the estimator of residual variance, would still be nearly efficient.

Our proposed local average method for the estimation of the error variance is trying to use a simple way to illustrate its flexibility and efficiency when estimating the global parameter in the nonparametric and the semiparametric regression model, from both the theoretical and practical insights. It is obvious that there are many ways to improve our proposed local average method.

3.3.4.1 Moving Average Method

Though the local average estimator for the nonparametric function remarkably reduces the bias of the nonparametric function estimation, when $I$, the number of observations in the every group is somehow large, the biases of the estimators for the samples near the boundary of each group are much larger than those of the estimators for the samples close to the center of every group. To overcome this inefficiency, inspired by the idea of the moving average and K-mean, for each sample, we replace its nonparametric function estimator by the mean of its nearest $I$ observations. For convenient illustration, we only consider the simple nonparametric regression model 3.1. Define the so called projection matrix $S$ with a very small constant odd $I$ as

$$S(i, j) = \frac{1}{I} \mathbf{1}(|i - j| < (I + 1)/2)$$

where $\mathbf{1}(\cdot)$ is the indicator function, and then the error variance is estimated as

$$\hat{\sigma}_M^2(I) = \frac{Y^T(I - S)^T(I - S)Y}{\text{tr}((I - S)^T(I - S))}.$$

3.3.4.2 Kernel Based Method
As most of the difference-based approaches, our local average method and the moving average method require near equally spaced sampling for the observations. If not, the bias of the nonparametric function estimators cannot be considerably reduced. Then the efficiency of the variance estimator will be seriously affected. To minimize the bias of the nonparametric function estimation when the observations are not equal-spaced sampled, we employ the idea of kernel regression. Define the bandwidth as

\[ h = \frac{I}{2n} (\max(x_i) - \min(x_i)) \]

where \( I \) is a small constant and does not depend on the sample size \( n \). Hence the length of every window is in an order of \( O(1/n) \). The average number of observations falling in each window is near \( I \). Similar as above, for the simple nonparametric regression model 3.1, define the projection matrix \( S \) as

\[ S(i, j) = \mathbf{1}\left(\frac{|x_i - x_j|}{h} < 1\right) \left/ \sum_{j=1}^{n} \mathbf{1}\left(\frac{|x_i - x_j|}{h} < 1\right) \right. \]

where \( \mathbf{1} \) is the indicator function. Then the variance of the error term is estimated as

\[ \hat{\sigma}_{K}^{2}(I) = \frac{Y^{T}(I - S)^{T}(I - S)Y}{\text{tr}\{(I - S)^{T}(I - S)\}}. \]

It is obvious that the indicator function can be replaced by any kernel function. For convenience, we just use the indicator function as the kernel function. Compared to the local average estimator, the number of observations to calculate the average in each group is now varying, not a constant. It depend on the sampling distribution of the observations and the bandwidth \( h \).

No matter in the moving average method or in the kernel based method, the number of the samples for estimating the ”average” is a very small constant and those observations are quite close to each others, even though the number could be variant with different windows. Hence the bias of the nonparametric function estimation based on the moving average or the kernel based method should be very small, even though its variance could be somehow large. It is similar as the original local average method. Furthermore, for a series of variance estimators \( \sigma^{2}(I) \) with different \( I \), similar as the refined local average variance estimator, we could also construct a regression model and use the weighted least squares to get a refined moving average estimator or
kernel based estimator for the error variance. However, these two extensions are not easy to adapt to the nonparametric regression model or semi-parametric regression model, and hence cannot be directly applied to estimate the error variance for more complex nonparametric regression models or semi-parametric regression models. It would need further investigations.

3.4 Applications of local average variance estimation

In this section, we focus on the simple nonparametric regression model 3.1 and illustrate some potential applications of the proposed local average variance estimation method. Similar procedures can be implemented for more complicated inference problems and for more complicated nonparametric and semiparametric models.

3.4.1 Confidence interval of variance estimation

Theorem 3.1 shows that the asymptotic variance of the proposed local average variance estimator is \( \mu_4 - \frac{I-3}{I-1} \sigma^4 \), which depends on the unknown parameter \( \sigma^2 \) and the fourth moment of the error distribution. Under the normality assumption for the error, it can be simplified as \( \frac{2I}{I-1} \sigma^4 \) because \( \mu_4 = 3 \sigma^2 \). By the idea of the variance-stabilizing transformation (van der Vaart, 1998), we can construct the confidence interval for \( \sigma^2 \) based on the proposed local average variance estimator.

First, if the error follows a normal distribution, then by some calculations, the variance-stable transformation is

\[
\phi(\sigma^2) = \sqrt{\frac{I-1}{2I}} \log(\sigma^2).
\]

By Theorem 3.1, we then have

\[
\sqrt{n}(\phi(\hat{\sigma}_L^2) - \phi(\sigma^2)) \xrightarrow{d} N \left( 0, \phi'(\sigma^2)^2 \cdot \frac{2I}{I-1} \sigma^4 \right) \xrightarrow{d} N(0,1).
\]

This yields an asymptotic \( 1 - \alpha \) level confidence interval for the variance \( \sigma^2 \),

\[
\left( \exp \left( \log \hat{\sigma}_L^2 - \sqrt{\frac{2I}{I-1}} \frac{1}{\sqrt{n}} z_{\alpha/2} \right) \right), \exp \left( \log \hat{\sigma}_L^2 + \sqrt{\frac{2I}{I-1}} \frac{1}{\sqrt{n}} z_{\alpha/2} \right),
\]

(3.9)
where $z_\alpha$ is the $1 - \alpha$ quantile of the standard normal distribution.

If the normality assumption is not satisfied by the error distribution, we can still use the variance-stable transformation

$$\phi(\sigma^2) = \sqrt{\frac{I - 1}{I - 3}} \arcsin \left( \sqrt{\frac{I - 3}{I - 1}} \frac{\sigma^2}{\mu_4} \right)$$

to stabilize the variance of the estimator. By using the proposed local average technique and some straightforward calculations, we can derive a consistent estimator of $\mu_4$,

$$\hat{\mu}_4 = \frac{I^4}{((I - 1)^3 + 1)(I - 1)} \left( \frac{1}{n} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - y_i)^4 - \frac{6((I - 1)^3 + (I - 1)(I - 2)/2)}{I^4} \hat{\sigma}_L^4 \right),$$

where $y_{ij}$ and $y_i$ are defined in Section 2. Thus, an asymptotic $1 - \alpha$ level confidence interval for the variance $\sigma^2$ is given by

$$\left( \sqrt{\hat{\mu}_4} \sqrt{\frac{I - 1}{I - 3}} \sin \left( \sqrt{\frac{I - 3}{I - 1}} \left( \sqrt{\frac{I - 1}{I - 3}} \arcsin \left( \sqrt{\frac{I - 3}{I - 1}} \frac{\hat{\sigma}_L^2}{\mu_4} \right) - \frac{1}{\sqrt{n}} z_{\alpha/2} \right) \right) \right),$$

$$\left( \sqrt{\hat{\mu}_4} \sqrt{\frac{I - 1}{I - 3}} \sin \left( \sqrt{\frac{I - 3}{I - 1}} \left( \sqrt{\frac{I - 1}{I - 3}} \arcsin \left( \sqrt{\frac{I - 3}{I - 1}} \frac{\hat{\sigma}_L^2}{\mu_4} \right) + \frac{1}{\sqrt{n}} z_{\alpha/2} \right) \right) \right) \right) (3.10)$$

### 3.4.2 Nonparametric hypothesis testing

The proposed variance estimator and the idea of local average can also be used for the nonparametric testing. For example, for the nonparametric regression model 3.1, we consider the following hypothesis problem:

$$H_0 : f(x) = a + bx \quad \text{vs} \quad H_1 : f(x) \neq a + bx \quad \text{for any } a \text{ and } b.$$ 

By the idea of the generalized likelihood ratio of Fan, Zhang and Zhang (2001), we can construct the following test statistic,

$$T = \frac{n(I - 1)}{I} \frac{RSS_0 - RSS_1}{RSS_1},$$

where $RSS_0$ is the sum of the squares of the residuals estimated by the least squares method under the null hypothesis $H_0$, and $RSS_1 = (n - k)\hat{\sigma}_L^2$.

As shown by Fan, Zhang and Zhang (2001), the null distribution of such test statistic $T$ would be expected to hold the Wilks’ phenomenon, that is, it is model
free and follows asymptotically $\chi^2$ distribution where the degree of freedom may tend to infinity with the sample size. Hence, it is reasonable to suggest the following bootstrap procedure to approximate the null distribution of the test statistic $T$ under the null hypothesis.

**Step 1.** Based on the samples $(X_i, Y_i), i = 1,..., n$, first calculate the least squares estimator $\hat{a}$ and $\hat{b}$ under the null hypothesis and $\hat{\sigma}^2_L$ by the local average method, then compute the test statistic $T$.

**Step 2.** Construct a bootstrap example $(X_i, Y^*_i), i = 1,..., n$ by

$$Y^*_i = \hat{a} + \hat{b}X_i + \varepsilon^*_i,$$

where $\varepsilon^*_i$ is sampled from the normal distribution with mean zero and variance $\hat{\sigma}^2_L$. Then, based on the bootstrap sample, calculate the test statistic $T^*$.

**Step 3.** Repeat Step 2 for $B$ times to obtain the bootstrapped test statistics and sort them in increasing order: $T^*_1 \leq \cdots \leq T^*_B$.

**Step 4.** If $T \leq T^*_B(1-\alpha)$, we accept the null hypothesis; otherwise, we reject the null hypothesis.

There is no need to estimate the nonparametric regression function for the proposed testing procedure, which avoids the use of a complex algorithm to select optimal tuning parameter, thus reducing the computational cost and increasing the stability of the testing results. Our numerical simulation results in next section show the proposed testing procedure performs reasonably well. Further theoretical investigations are needed, especially for more complicated testing problems.

### 3.4.3 Variance function estimation

Consider the following nonparametric regression model,

$$y_i = f(x_i) + \sigma(x_i)\varepsilon_i,$$

where $\sigma(x_i)$ is a smoothing variance function, and $\varepsilon_i$ is a random variable with mean zero and variance one.
By the idea of the local average, define
\[ \varepsilon_{ij}^2 \triangleq \frac{I}{I-1} (y_{ij} - \hat{y}_i)^2, \]
and then by some calculations, we can show that
\[ \mathbb{E} \varepsilon_{ij}^2 = \sigma^2(x_{ij}) + O\left(\frac{1}{n}\right). \]
Hence, given \((x_{ij}, \varepsilon_{ij}^2), i = 1, ..., k; j = 1, ..., I,\) a local linear regression estimator \(\hat{\sigma}^2_L(x_{ij})\) for the variance function \(\sigma^2(\cdot)\) can be obtained. Similar to the idea of the refined local average variance estimator, we can derive a refined estimator of the variance function. Consider \(m\) different \(I_1, ..., I_m,\) define a weighted refined variance estimator
\[ \varepsilon_t^2 = \frac{\sum_{l=1}^m I_l \varepsilon_{I_l t}^2}{\sum_{l=1}^m I_l}, \]
where \(t = (i_l - 1)I_l + j_l, l = 1, ..., m, j_l = 1, ..., I_l.\) Then, given \((x_t, \varepsilon_t^2), t = 1, ..., n,\) a local linear regression estimator \(\hat{\sigma}^2(x_t)\) can be obtained. Such an estimator does not depend on the value of \(I_l\) and is expected to be more stable.

### 3.5 Numerical studies

#### 3.5.1 Simulations for variance estimation

**Example 1.** Consider a nonparametric model
\[ y_i = 5\sin(\omega \pi x_i) + \epsilon_i, i = 1, ..., n, \]
where \(x_i = i/n,\) and the random errors \(\epsilon_i's\) follow an i.i.d. normal distribution with mean zero and variance \(\sigma^2.\) Let \(n = (100, 500), \omega = (1, 2, 4),\) and \(\sigma = (0.5, 1.5, 4).\)

In Table 3.1, following the model setting above, the simulation results of the local average variance estimator \(\hat{\sigma}^2_L\) with \(I = 2\) and 5, the refined local average variance estimator \(\hat{\sigma}^2_*\), which is calculated based on the estimators of \(\hat{\sigma}^2_L\) with \(I = 2, 3, ..., 11,\) the moving averaging based estimator \(\hat{\sigma}^2_M\) with \(I = 5,\) and the kernel based estimator \(\hat{\sigma}^2_K\) with \(I = 5\) are listed. If \(x_i\) is equally spaced sampled, the moving averaging based variance estimator \(\hat{\sigma}^2_M\) and the kernel based variance estimator \(\hat{\sigma}^2_K\) are equivalent. Hence, to make the comparison more reasonable, we let \(x_i, i = 1, ..., n\) sampled from
the $[0,1]$ uniform distribution for the simulation of the kernel based estimator $\hat{\sigma}_K^2$ with $I = 5$ in Table 3.1. For each combination of $(n, \omega, \sigma)$, the simulations are repeated 10000 times and the relative mean squared errors, $\text{RMSE} = \frac{n \text{MSE}}{(2\sigma^4)} = \frac{n}{2\sigma^4}(\text{bias}^2 + \text{var})$, is calculated for each variance estimator. The closer the RMSE is to 1, the better is the estimator. The proposed variance estimators are compared with $\hat{\sigma}_R^2, \hat{\sigma}_{GSJ}^2$ and $\hat{\sigma}_1^2(m_s)$.

For $\hat{\sigma}_1^2(m_s)$, the data in Table 1 in Tong and Wang (2005) is referenced with $m_s = n^{\frac{1}{2}}$.

Table 3.1: RMSE for Example 1

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\omega$</th>
<th>$\sigma$</th>
<th>$\hat{\sigma}_R^2$</th>
<th>$\hat{\sigma}_{GSJ}^2$</th>
<th>$\hat{\sigma}_1^2(m_s)$</th>
<th>$\hat{\sigma}_1^2(2)$</th>
<th>$\hat{\sigma}_1^2(5)$</th>
<th>$\hat{\sigma}_L^2(5)$</th>
<th>$\hat{\sigma}_M^2(5)$</th>
<th>$\hat{\sigma}_K^2(5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1</td>
<td>0.5</td>
<td>1.56</td>
<td>1.98</td>
<td>1.19</td>
<td>2.11</td>
<td>2.41</td>
<td>1.46</td>
<td>1.49</td>
<td>1.38</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>1.51</td>
<td>2.03</td>
<td>1.12</td>
<td>2.02</td>
<td>1.27</td>
<td>1.33</td>
<td>1.46</td>
<td>1.35</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.53</td>
<td>2.00</td>
<td>1.14</td>
<td>1.98</td>
<td>1.24</td>
<td>1.28</td>
<td>1.49</td>
<td>1.36</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td></td>
<td>2.00</td>
<td>2.01</td>
<td>1.81</td>
<td>2.89</td>
<td>14.71</td>
<td>1.79</td>
<td>1.49</td>
<td>1.72</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>1.52</td>
<td>2.02</td>
<td>1.14</td>
<td>2.09</td>
<td>1.56</td>
<td>1.37</td>
<td>1.45</td>
<td>1.36</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.45</td>
<td>1.95</td>
<td>1.15</td>
<td>2.07</td>
<td>1.27</td>
<td>1.32</td>
<td>1.45</td>
<td>1.35</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td></td>
<td>9.06</td>
<td>1.96</td>
<td>26.77</td>
<td>11.19</td>
<td>195.97</td>
<td>3.04</td>
<td>1.69</td>
<td>6.77</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>1.54</td>
<td>2.01</td>
<td>1.46</td>
<td>2.34</td>
<td>4.14</td>
<td>1.49</td>
<td>1.45</td>
<td>1.39</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.58</td>
<td>1.98</td>
<td>1.15</td>
<td>2.01</td>
<td>1.39</td>
<td>1.38</td>
<td>1.43</td>
<td>1.35</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>0.5</td>
<td>1.48</td>
<td>1.94</td>
<td>1.06</td>
<td>1.98</td>
<td>1.26</td>
<td>1.30</td>
<td>1.48</td>
<td>1.34</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>1.48</td>
<td>1.94</td>
<td>1.05</td>
<td>2.01</td>
<td>1.28</td>
<td>1.31</td>
<td>1.46</td>
<td>1.35</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.52</td>
<td>1.96</td>
<td>1.05</td>
<td>1.99</td>
<td>1.28</td>
<td>1.31</td>
<td>1.43</td>
<td>1.33</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td></td>
<td>1.49</td>
<td>1.93</td>
<td>1.06</td>
<td>2.04</td>
<td>1.38</td>
<td>1.34</td>
<td>1.46</td>
<td>1.37</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>1.53</td>
<td>1.98</td>
<td>1.05</td>
<td>1.98</td>
<td>1.26</td>
<td>1.30</td>
<td>1.41</td>
<td>1.35</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.48</td>
<td>1.94</td>
<td>1.06</td>
<td>1.96</td>
<td>1.24</td>
<td>1.30</td>
<td>1.42</td>
<td>1.37</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td></td>
<td>1.58</td>
<td>1.97</td>
<td>1.06</td>
<td>2.09</td>
<td>3.00</td>
<td>1.40</td>
<td>1.46</td>
<td>1.41</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>1.50</td>
<td>1.95</td>
<td>1.07</td>
<td>2.03</td>
<td>1.27</td>
<td>1.33</td>
<td>1.44</td>
<td>1.34</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>1.51</td>
<td>1.96</td>
<td>1.04</td>
<td>1.97</td>
<td>1.25</td>
<td>1.28</td>
<td>1.43</td>
<td>1.34</td>
</tr>
</tbody>
</table>

Table 3.1 depicts the RMSE of all estimators. We can see that in general, the order exists as $\text{RMSE}_{\hat{\sigma}_1^2(m_s)} < \text{RMSE}_{\hat{\sigma}_1^2(5)} < \text{RMSE}_{\hat{\sigma}_R^2} < \text{RMSE}_{\hat{\sigma}_1^2(2)} \approx \text{RMSE}_{\hat{\sigma}_{GSJ}^2}$. As the sample size $n$ tends to infinity, the RMSE of $\hat{\sigma}^2(I)$ tends to $\frac{I}{I-1}$ as shown in Theorem 3.1. Moreover, as expected, the performance of our local average estimator depends on the smoothness of the nonparametric function $f(\cdot)$, the sample size, and the signal-to-noise ratio. When $f$ is rough and $\sigma$ is small, for instance, $(n, \omega, \sigma) = (100, 4, 0.5)$,
the RMSE of $\hat{\sigma}_L^2(5)$ is quite large because the bias as shown above is about $\frac{I(I+1)}{n^2} J$. When the sample size $n$ is much larger than the group size $I$, the bias is negligible, and the RMSE then converges to $\frac{\sigma^2}{2n^2}$ var, which is $1 + \frac{1}{I-1}$ for this example. For the refined local average variance estimator $\hat{\sigma}_L^2$, in general, it not only performs better or at least as well as $\hat{\sigma}_L^2(2)$ and $\hat{\sigma}_L^2(5)$, but is also much more robust. The results of $\hat{\sigma}_M^2(5)$ are very stable, and it is better than $\hat{\sigma}_{GSJ}^2$. The performance of $\hat{\sigma}_K^2(5)$ is similar as the refined local average variance estimate $\hat{\sigma}_L^2$ though a little worse, but it only depends one particular $I$ and does not need use further least squares to improve the estimation. Furthermore, when the variation of samples are very large, such kernel based variance estimator would be more stable and adaptive.

To assess the performance of the proposed variance estimators for data with small sample size, we consider the above example but with $n = 15$. We compared our proposed local average methods and moving averaging based method with $\hat{\sigma}_{GSL}^2$, $\hat{\sigma}_L^2(m_s)$ and $\hat{\sigma}_{ds}^2(d_k,m_1)$ which is proposed by Park, Kim and Lee (2012) specially for small sample nonparametric regression. For convenience, we follow the setting of Park, Kim and Lee (2012) for the above Example 1. The refined local average estimator is calculated by $I = 2$ to 5. The numerical simulation results about the mean square error (MSE) of the estimates are shown in Table 3.2. When the signal-noise ratio is some large, or $\sigma = 0.01$, $\hat{\sigma}_{GSL}^2$ and $\hat{\sigma}_{ds}^2(d_k,m_1)$ would be much better than other methods. When the variation of noise is increased or the signal-noise ration is decreased, the performances of our methods, especially the moving averaging based method with $I = 2$ are not worse than other methods. Hence those methods have their own advantages for the error variance estimation when the sample size is very small.

**Example 2.** Consider a bivariate nonparametric model

$$y_i = f(x_i, u_i) + \epsilon_i, \quad i = 1, ..., n,$$

where $x_i = i/n$, $u_i$ is a categorical variable with two levels, the bivariate function $f(x_i, u_i) = 5 \sin(\pi x_i)$ when $u_i = 0$ and $f(x_i, u_i) = 5 \sin(2\pi x_i)$ when $u_i = 1$, and the random errors $\epsilon_i$’s follow an i.i.d. normal distribution with mean zero and variance $\sigma^2$. Our local average method continues to work well. The data can be naturally split into two subgroups according to the categorical variable. Within each subgroup, the
<table>
<thead>
<tr>
<th>$\omega$</th>
<th>$\sigma$</th>
<th>$\hat{\sigma}_{\text{GSJ}}^2$</th>
<th>$\hat{\sigma}_1^2(m_s)$</th>
<th>$\hat{\sigma}_{\alpha_s}^2(d_k, m_1)$</th>
<th>$\hat{\sigma}_1^2(2)$</th>
<th>$\hat{\sigma}_1^2(5)$</th>
<th>$\hat{\sigma}_2^2$</th>
<th>$\hat{\sigma}_{M/4}^2(2)$</th>
<th>$\hat{\sigma}_{M/4}^2(5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>2.09E-05</td>
<td>3.28E-02</td>
<td>4.91E-03</td>
<td>9.83E-02</td>
<td>2.67E+00</td>
<td>1.49E-03</td>
<td>4.36E-02</td>
<td>7.94E-02</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>2.79E-02</td>
<td>6.22E-02</td>
<td>5.06E-02</td>
<td>1.57E-01</td>
<td>2.80E+00</td>
<td>9.06E-02</td>
<td>2.34E-02</td>
<td>1.01E-01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.13E+00</td>
<td>6.11E+00</td>
<td>5.67E+00</td>
<td>5.46E+00</td>
<td>7.63E+00</td>
<td>5.46E+00</td>
<td>2.78E+00</td>
<td>3.41E+00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.66E+02</td>
<td>1.05E+02</td>
<td>1.39E+02</td>
<td>7.93E+01</td>
<td>5.55E+01</td>
<td>7.61E+01</td>
<td>4.97E+01</td>
<td>5.05E+01</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>5.05E-03</td>
<td>5.16E-01</td>
<td>1.05E-01</td>
<td>1.53E+00</td>
<td>3.88E+01</td>
<td>1.45E-03</td>
<td>6.81E-01</td>
<td>1.61E+00</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>3.13E-02</td>
<td>6.12E-01</td>
<td>3.40E-01</td>
<td>1.74E+00</td>
<td>3.93E+01</td>
<td>2.25E-01</td>
<td>5.60E-01</td>
<td>1.67E+00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8.13E+00</td>
<td>6.67E+00</td>
<td>7.03E+00</td>
<td>8.76E+00</td>
<td>4.90E+01</td>
<td>7.56E+00</td>
<td>1.89E+00</td>
<td>5.51E+00</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.66E+02</td>
<td>1.05E+02</td>
<td>9.57E+01</td>
<td>8.36E+01</td>
<td>1.14E+02</td>
<td>8.09E+01</td>
<td>4.47E+01</td>
<td>5.51E+01</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>1.01E+00</td>
<td>2.52E+01</td>
<td>5.51E+00</td>
<td>2.22E+01</td>
<td>1.44E+02</td>
<td>2.52E+01</td>
<td>9.84E+00</td>
<td>4.56E+01</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.04E+00</td>
<td>2.56E+01</td>
<td>5.73E+00</td>
<td>2.23E+01</td>
<td>1.45E+02</td>
<td>2.60E+01</td>
<td>9.42E+00</td>
<td>4.61E+01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9.62E+00</td>
<td>3.60E+01</td>
<td>1.48E+01</td>
<td>3.68E+01</td>
<td>1.63E+02</td>
<td>4.16E+01</td>
<td>5.99E+00</td>
<td>5.50E+01</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.65E+02</td>
<td>1.27E+02</td>
<td>1.31E+02</td>
<td>1.39E+02</td>
<td>2.53E+02</td>
<td>1.43E+02</td>
<td>3.32E+01</td>
<td>1.23E+02</td>
</tr>
</tbody>
</table>
above bivariate nonparametric model reduces to a univariate nonparametric model and we totally get two different nonparametric models. The local average method can be applied to obtain a variance estimator for each subgroup, then a single variance estimator is calculated by taking a weighted average of these within-subgroup variance estimates. We consider \( n = (200, 400, 800) \), \( \sigma = (0.5, 1.5, 4) \), and for each combination of \((n, \sigma)\), run the simulation for 10000 times. The results of local average estimators of \( \hat{\sigma}^2_L(2), \hat{\sigma}^2_L(5) \) and \( \hat{\sigma}^2_L(10) \) are summarized in Table 3.3.

Table 3.3: Simulation Results for Example 2

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma )</th>
<th>( \hat{\sigma}^2_L(2) )</th>
<th>( \hat{\sigma}^2_L(5) )</th>
<th>( \hat{\sigma}^2_L(10) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
<td>rmse</td>
</tr>
<tr>
<td>200</td>
<td>0.5</td>
<td>0.27</td>
<td>0.04</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.27</td>
<td>0.32</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.02</td>
<td>2.28</td>
<td>2.02</td>
</tr>
<tr>
<td>400</td>
<td>0.5</td>
<td>0.26</td>
<td>0.03</td>
<td>2.22</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.26</td>
<td>0.23</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.97</td>
<td>1.59</td>
<td>1.97</td>
</tr>
<tr>
<td>800</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.25</td>
<td>0.16</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.00</td>
<td>1.13</td>
<td>2.01</td>
</tr>
</tbody>
</table>

Example 3. Consider a partially linear model

\[ y_i = Z_i^T \beta + f(x_i) + \epsilon_i, \quad i = 1, \ldots, n, \]

where \( \beta = (1, 3, 0, 0, 0)^T \), \( x_i = i/n, \ f(x_i) = 5 \sin(\omega \pi x_i), \) and the random errors \( \epsilon_i \)’s follow an i.i.d. normal distribution with mean zero and variance \( \sigma^2 \). \( Z_i \) follows a multivariate normal distribution with mean zero and covariance matrix with 1 on the diagonal and 0.5 on the off-diagonal. Similar to Example 1, we consider \( \omega = (1, 2, 4), \ \sigma = (0.5, 1.5, 4), \) and \( n = (100, 500) \), and for each combination of \((\omega, \sigma, n)\), run the simulation for 10000 times. We calculate \( \hat{\sigma}^2_L(I) \) for \( I = 2 \) and 5, respectively, and then compare them to the difference-based estimator \( \hat{\sigma}^2_K \) proposed by Klipple and Eubank (2007) with \( m = 2 \) and the GSJS weights. It is worth mentioning that under this setting, the estimator \( \hat{\sigma}^2_K \) is the same as the estimator proposed by Wang, Brown, and Cai (2011). Table 3.4 depicts the RMSE of \( \hat{\sigma}^2_L(2), \hat{\sigma}^2_L(5), \hat{\sigma}^2_K, \) and \( \hat{\sigma}^2_\ast \) with \( m = 11 \).
(I is from 2 to 11). It shows that in general, $RMSE_{\hat{\sigma}^2(2)} \approx RMSE_{\hat{\sigma}^2_k} > RMSE_{\hat{\sigma}^2} > RMSE_{\hat{\sigma}^2(0)}$, except for some unstable results for $\hat{\sigma}^2(5)$ with $\sigma = 0.5$.

**Example 4.** Consider a semiparametric additive model

$$y_i = Z_i^T \beta + f_1(x_{i,1}) + f_2(x_{i,2}) + f_3(x_{i,3}) + \epsilon_i, \quad i = 1, ..., n,$$

where $\beta = (1, 3, 0, 0, 0)^T$, $f_1(x) = -\sin(2x)$, $f_2(x) = x^2 - 25/12$, $f_3(x) = \exp(-x) - 2\sinh(5/2)/5$, and $Z_i$ is the same as in Example 3. $X_i = (x_{i,1}, x_{i,2}, x_{i,3})$ is a 3-dimensional random vector, each marginal distribution is a uniform distribution on $[0, 1]$, and the correlation matrix is compound symmetric with $\rho$ on the off-diagonal. Thus, $X$ is ensured to be bounded. We consider $\rho = (0.25, 0.75)$, $n = (200, 400)$, and $\sigma = (0.5, 1.5, 4)$ and run the simulation for 10000 times.

Rather than take $X_i = (x_{i,1}, x_{i,2}, x_{i,3})$ as a whole and cut it on a 3-dimensional space, we group $x_{i,1}, x_{i,2},$ and $x_{i,3}$ separately. For each $p, p = 1, 2, 3$, we order $x_{i,p}$ in an ascending order and split $x_{i,p}$ into $k = n/I$ groups with $I$ observations in each group. Denote $x_{ij,p} = x_{I(i-1)+j,p}$, then for the $i$th group, we use the average to estimate the function values within this group, i.e. $\hat{f}_p(x_{ij,p}) = \frac{1}{I} \sum_{j=1}^{I} f_p(x_{ij,p}) \triangleq \alpha_{i,p}$. Thus, the semiparametric additive model can be written as

$$y_i = Z_i^T \beta + \alpha_{i_1,1} + \alpha_{i_2,2} + \alpha_{i_3,3} + \epsilon_i, \quad i = 1, ..., n, \quad i_1, i_2, i_3 = 1, ..., k.$$

The residual variance can then be estimated by the ordinary least squares method via a high-dimensional linear regression model

$$Y = D\theta + \epsilon,$$

where $\theta = (\beta^T, \alpha_{1,1}, ..., \alpha_{k,1}, \alpha_{1,2}, ..., \alpha_{k,2}, \alpha_{1,3}, ..., \alpha_{k,3})^T$, $D$ is the design matrix with the first five columns equal to $Z$, and the rest is a zero-one matrix indicating the presence of $\alpha_{i,p}$. Table 3.5 depicts the results of $\hat{\sigma}^2(4)$, $\hat{\sigma}^2(5)$, and $\hat{\sigma}^2(10)$. It shows that the estimation results are better as the sample size increases and are quite robust to the correlation coefficient $\rho$ of the predictor $X$.

**Example 5.** Consider a varying coefficient model

$$y_i = \sin(2\pi u_i) x_{i1} + 4u_i(1 - u_i)x_{i2} + \epsilon_i, \quad i = 1, ..., n,$$

where $u_i$’s follow a uniform distribution on $[0, 1]$, $(x_{i1}, x_{i2})$’s follow an i.i.d. bivariate normal distribution with means 0, variances 1, and correlation coefficient $1/\sqrt{2}$, and
Table 3.4: Simulation Results for Example 3

<table>
<thead>
<tr>
<th>n</th>
<th>ω</th>
<th>σ</th>
<th>( \hat{\sigma}^2_L(2) )</th>
<th>( \hat{\sigma}^2_L(5) )</th>
<th>( \hat{\sigma}^2_K )</th>
<th>( \hat{\sigma}^2_* )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
<td>rmse</td>
<td>mean</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>0.5</td>
<td>0.23</td>
<td>0.05</td>
<td>2.21</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
<td>2.03</td>
<td>0.42</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>14.45</td>
<td>3.03</td>
<td>2.27</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.25</td>
<td>0.05</td>
<td>2.20</td>
<td>0.35</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.04</td>
<td>0.43</td>
<td>2.22</td>
<td>2.22</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>14.45</td>
<td>3.04</td>
<td>2.28</td>
<td>15.17</td>
<td>2.49</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.31</td>
<td>0.06</td>
<td>6.46</td>
<td>0.69</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.12</td>
<td>0.45</td>
<td>2.18</td>
<td>2.56</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>14.49</td>
<td>3.08</td>
<td>2.30</td>
<td>15.49</td>
<td>2.53</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>2.06</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.5</td>
<td>2.21</td>
<td>0.20</td>
<td>2.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>15.67</td>
<td>1.42</td>
<td>2.07</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>2.03</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.21</td>
<td>0.20</td>
<td>2.05</td>
<td>2.23</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.67</td>
<td>1.41</td>
<td>2.06</td>
<td>15.82</td>
<td>1.13</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>2.00</td>
<td>0.27</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.21</td>
<td>0.20</td>
<td>2.07</td>
<td>2.24</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>15.69</td>
<td>1.41</td>
<td>2.04</td>
<td>15.83</td>
<td>1.13</td>
</tr>
</tbody>
</table>
Table 3.5: Simulation Results for Example 4

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$n$</th>
<th>$\sigma$</th>
<th>$\hat{\sigma}^2_L(4)$</th>
<th>$\hat{\sigma}^2_L(5)$</th>
<th>$\hat{\sigma}^2_L(10)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
<td>rmse</td>
</tr>
<tr>
<td>0.25</td>
<td>200</td>
<td>0.5</td>
<td>0.22</td>
<td>0.05</td>
<td>4.65</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>0.5</td>
<td>2.02</td>
<td>0.43</td>
<td>4.64</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.5</td>
<td>14.38</td>
<td>3.01</td>
<td>4.57</td>
</tr>
<tr>
<td>400</td>
<td>0.5</td>
<td></td>
<td>0.24</td>
<td>0.03</td>
<td>4.25</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>2.14</td>
<td>0.31</td>
<td>4.25</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>15.22</td>
<td>2.21</td>
<td>4.29</td>
</tr>
<tr>
<td>0.75</td>
<td>200</td>
<td>0.5</td>
<td>0.23</td>
<td>0.05</td>
<td>4.55</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>0.5</td>
<td>2.02</td>
<td>0.43</td>
<td>4.68</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.5</td>
<td>14.43</td>
<td>3.04</td>
<td>4.56</td>
</tr>
<tr>
<td>400</td>
<td>0.5</td>
<td></td>
<td>0.24</td>
<td>0.03</td>
<td>4.33</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td></td>
<td>2.14</td>
<td>0.31</td>
<td>4.30</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>15.23</td>
<td>2.23</td>
<td>4.35</td>
</tr>
</tbody>
</table>

The errors $\epsilon_i$’s follow an i.i.d. normal distribution with mean zero and variance $\sigma^2$. We consider $n = (100, 500)$ and $\sigma = (0.5, 1.5, 4)$ and run the simulation for 10000 times. We calculate $\hat{\sigma}^2_L(I)$ for $I = 5, 10$, respectively, and $\hat{\sigma}^2_*$ with $m = 11$. We also calculate the variance estimator $\hat{\sigma}^2_{\text{poly}}$ proposed by Zhang and Lee (2000) with the tricube kernel function, $q = 3$ and $h = 0.3$ at $u_i = 0.5$.

Table 3.6 lists the sample average and the sample standard deviation of all estimators. It shows that the sample average of each estimator becomes closer to the true value and the standard deviation decreases as the sample size increases. The sample standard deviation of local average variance estimators is smaller than that of Zhang and Lee’s variance estimator. Especially, the sample standard deviation of $\hat{\sigma}^2_L(5)$ is about half of that of $\hat{\sigma}^2_{\text{poly}}$.

**Example 6.** Examples 1-3 all assume the covariate $x$’s are equally spaced, which may not be realistic in practice. Here, we focus on the case in which the covariate $x$’s follow some distributions. We first consider

$$y_i = 5\sin(2\pi x_i) + \epsilon_i, \ i = 1, ..., n,$$

where the covariates $x_i$’s follow an uniform distribution on $[0, 1]$. This example is similar to Example 1 with $\omega = 2$ but with non-equally spaced $x$’s. We consider
Table 3.6: Simulation Results for Example 5

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\sigma$</th>
<th>$\hat{\sigma}^2(5)$</th>
<th>$\hat{\sigma}^2(10)$</th>
<th>$\hat{\sigma}^2_{poly}$</th>
<th>$\hat{\sigma}^2_*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
<td>rmse</td>
<td>mean</td>
</tr>
<tr>
<td>100.0</td>
<td>0.5</td>
<td>0.2565</td>
<td>0.0475</td>
<td>1.8377</td>
<td>0.2711</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>2.2588</td>
<td>0.4106</td>
<td>1.6660</td>
<td>2.2728</td>
</tr>
<tr>
<td>4.0</td>
<td></td>
<td>15.9687</td>
<td>2.9274</td>
<td>1.6739</td>
<td>16.0016</td>
</tr>
<tr>
<td>500.0</td>
<td>0.5</td>
<td>0.2502</td>
<td>0.0203</td>
<td>1.6411</td>
<td>0.2507</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>2.2502</td>
<td>0.1845</td>
<td>1.6806</td>
<td>2.2503</td>
</tr>
<tr>
<td>4.0</td>
<td></td>
<td>15.9971</td>
<td>1.2933</td>
<td>1.6334</td>
<td>15.9983</td>
</tr>
</tbody>
</table>
\( n = (100, 200, 400, 800) \) and \( \sigma = (0.5, 1.5, 4) \) and run the simulation for 10000 times. We calculate the local average variance estimator \( \hat{\sigma}_L^2(I) \) for \( I = 2 \) and \( 5 \), respectively, and \( \hat{\sigma}_*^2 \) with \( m = 11 \). The results are summarized in Table 3.7, which shows that the performance of our estimators is still very good. The RMSEs in Table 3.7 are comparable to those in Table 3.1.

Table 3.7: Simulation results for uniformly distributed covariates

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma )</th>
<th>( \hat{\sigma}_L^2(2) )</th>
<th>( \hat{\sigma}_L^2(5) )</th>
<th>( \hat{\sigma}_*^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
<td>rmse</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.26</td>
<td>0.05</td>
<td>2.35</td>
</tr>
<tr>
<td>1.5</td>
<td>0.27</td>
<td>0.45</td>
<td>2.01</td>
<td>2.29</td>
</tr>
<tr>
<td>4</td>
<td>16.00</td>
<td>3.18</td>
<td>1.98</td>
<td>16.03</td>
</tr>
<tr>
<td>200</td>
<td>0.5</td>
<td>0.25</td>
<td>0.04</td>
<td>2.00</td>
</tr>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>0.32</td>
<td>2.00</td>
<td>2.26</td>
</tr>
<tr>
<td>4</td>
<td>15.95</td>
<td>2.28</td>
<td>2.02</td>
<td>16.00</td>
</tr>
<tr>
<td>400</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>1.96</td>
</tr>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>0.22</td>
<td>2.00</td>
<td>2.25</td>
</tr>
<tr>
<td>4</td>
<td>16.01</td>
<td>1.61</td>
<td>2.03</td>
<td>16.01</td>
</tr>
<tr>
<td>800</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>1.96</td>
</tr>
<tr>
<td>1.5</td>
<td>0.25</td>
<td>0.16</td>
<td>2.06</td>
<td>2.25</td>
</tr>
<tr>
<td>4</td>
<td>15.98</td>
<td>1.14</td>
<td>2.05</td>
<td>16.00</td>
</tr>
</tbody>
</table>

We also consider

\[ y_i = 5\sin\left(\frac{2}{3}\pi x_i\right) + \epsilon_i, \quad i = 1, \ldots, n, \]

where the covariates \( x \)'s follow a standard normal distribution. This example is similar to Example 1 but with \( \omega = 2/3 \) and non-equally spaced \( x \)'s. To ensure that our data are bounded, we discard the data with \( |x_i| > 1.5 \), leaving about 90\% of the data. We consider \( n = (100, 200, 400, 800) \), \( \sigma = (0.5, 1.5, 4) \), and run the simulation for 10000 times. We again calculate the local average variance estimator \( \hat{\sigma}_L^2(I) \) for \( I = 2 \) and \( 5 \), respectively, and \( \hat{\sigma}_*^2 \) with \( m = 11 \). The results are summarized in Table 3.8, which shows that the performance of our estimator is still satisfactory, although the convergency rate is a bit slow. The reason is that, for a normal distribution, most data are concentrated around the mean and fewer data exist at the boundary. Hence the bias at the boundary negatively affects the result when the sample size is small. Compared to those in Tables 3.1 and 3.7, the RMSEs in Table 3.8 are generally
larger. This is a consequence of the effective sample size \( n \) being smaller since we have removed some data. If we multiply the RMSE by 0.9, which is the utilization rate of the data, the RMSEs become the same as those in Tables 3.1 and 3.7.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma )</th>
<th>( \hat{\sigma}_L^2(2) )</th>
<th>( \hat{\sigma}_L^2(5) )</th>
<th>( \hat{\sigma}_*^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>mean</td>
<td>std</td>
<td>rmse</td>
</tr>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.31</td>
<td>0.07</td>
<td>7.36</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.33</td>
<td>0.50</td>
<td>2.54</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.07</td>
<td>3.46</td>
<td>2.33</td>
</tr>
<tr>
<td>200</td>
<td>0.5</td>
<td>0.27</td>
<td>0.04</td>
<td>3.18</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.27</td>
<td>0.34</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.04</td>
<td>2.44</td>
<td>2.32</td>
</tr>
<tr>
<td>400</td>
<td>0.5</td>
<td>0.26</td>
<td>0.03</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.25</td>
<td>0.24</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.03</td>
<td>1.71</td>
<td>2.29</td>
</tr>
<tr>
<td>800</td>
<td>0.5</td>
<td>0.25</td>
<td>0.02</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>2.25</td>
<td>0.17</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.02</td>
<td>1.22</td>
<td>2.33</td>
</tr>
</tbody>
</table>

### 3.5.2 Applications of variance estimation

**Example 7.** Consider the nonparametric regression model

\[
y_i = x_i + 2 \exp(-16x_i^2) + \sigma \varepsilon_i, \quad i = 1, \ldots, n,
\]

where \( x_i \sim \text{Unif}[-2,2], \) and \( \varepsilon_i \sim N(0,1) \) or \( \sqrt{3/5}t_5 \) independent of \( x_i, \) We simulate 1000 random samples of size \( n = 200, 400 \) with \( \sigma = 0.25, 0.5, \) and then construct the 95\% confidence interval for \( \sigma^2 \) with \( I = 4, 5 \) by equations 3.9 and 3.10.

The coverage rates of the confidence interval constructed by 3.9 and 3.10 under different model settings are shown in Table 3.9. From the table, we can see that the confidence intervals constructed by 3.9 appear sensible to the normality assumption. When the error does not follow a normal distribution, the coverage rate tends to be much lower. The coverage rates of the confidence intervals constructed by 3.10 are relatively stable, no matter the error follows a normal distribution or a t-distribution.
Table 3.9: Coverage rate of the confidence interval constructed by (9) and (10)

<table>
<thead>
<tr>
<th>Error distribution</th>
<th>n</th>
<th>Equation</th>
<th>$\sigma = 0.25$</th>
<th>$\sigma = 0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$I = 4$</td>
<td>$I = 5$</td>
</tr>
<tr>
<td>$N(0,1)$</td>
<td>200</td>
<td>(9)</td>
<td>0.906</td>
<td>0.841</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10)</td>
<td>0.960</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>(9)</td>
<td>0.940</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10)</td>
<td>0.957</td>
<td>0.954</td>
</tr>
<tr>
<td>$t_5$</td>
<td>200</td>
<td>(9)</td>
<td>0.792</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10)</td>
<td>0.929</td>
<td>0.946</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>(9)</td>
<td>0.793</td>
<td>0.771</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(10)</td>
<td>0.919</td>
<td>0.932</td>
</tr>
</tbody>
</table>

The effect of $I$ on the coverage rate is negligible, even though the result of $I = 5$ seems better than that of $I = 4$ when the sample size increases.

**Example 8.** For the nonparametric testing problem, we consider the following model

$$y_i = x_i + B\exp(-16x_i^2) + \sigma\varepsilon_i, i = 1, \ldots, n,$$

where $\varepsilon_i \sim N(0, 1)$ or $\sqrt{3/5}t_5$, $x_i \sim \text{Unif}[-2, 2]$, and $x_i$ and $\varepsilon_i$ are independent.

We investigate the performance of the proposed testing procedure under the local alternative hypotheses with $B$ changing from 0 to 1. We simulate 1000 random samples of size $n = 200$ with $\sigma = 0.25, 0.5$ and $I = 5$.

The power functions of the proposed test statistics under different error distributions are shown in Figure 3.1. It is obvious that the error distribution has little effect on the power function. When the signal-to-noise ratio is relative large, our proposed testing method has good power. Nevertheless, further theoretical investigation is required to understand the proposed nonparametric test statistic.

**Example 9.** Similar to Example 2 in Fan and Yao (1998), we simulate 400 random samples of size $n = 200$ from the model

$$y_i = x_i + 2\exp(-16x_i^2) + \sigma(x_i)\varepsilon_i, i = 1, \ldots, n,$$

with $\sigma(x) = 0.4\exp(-2x^2) + 0.2$ and $x_i$ and $\varepsilon_i$ are independent, $x_i \sim \text{Unif}[-2, 2]$ and $\varepsilon_i \sim N(0, 1)$. For each simulated example, the proposed variance function estimator
Figure 3.1: Example 8, Left: Power function of the test statistic $T$ in Section 4.2 with $n = 200$. Solid line: $\sigma = 0.25$ with $\varepsilon_i \sim N(0, 1)$, dashed line: $\sigma = 0.5$ with $\varepsilon_i \sim N(0, 1)$, dot-dash line: $\sigma = 0.25$ with $\varepsilon \sim \sqrt{3/5} \cdot t_5$, two-dash line: $\sigma = 0.5$ with $\varepsilon \sim \sqrt{3/5} \cdot t_5$. Right: Hypothesis function: Solid line: $B = 1$, dashed line: $B = 0.5$, dot-dash line: $B = 0.25$, two-dash line: $B = 0$.

is evaluated by the mean absolute deviation error,

$$\text{MAD} = n_{\text{grid}}^{-1} \sum_{i=1}^{n_{\text{grid}}} |\hat{\sigma}(x_i) - \sigma(x_i)|,$$

where $\{x_i, i = 1, \ldots, n_{\text{grid}}\}$ are equally-spaced grid points on $[-1.8, 1.8]$ with $n_{\text{grid}} = 101$. The efficient estimation method (FY1998, Fan and Yao 1998) running by the C program code downloaded from Fan’s personal website is used for comparison. To fit $\sigma(x)$ by the proposed method, we use the “locpol” function in R package locpol with the Epanechnikov kernel function and the bandwidth selected by the “thumbBw” function.

As shown by the boxplots in Figure 3.2, our proposed variance function method is comparable to the method proposed by Fan and Yao (1998); particularly, the refined method seems to perform slightly better than theirs in terms of both the mean and the standard deviation of MAD. Although without any theoretical justification, we think this may due to the stability of the proposed variance function estimation method, which avoids the selection of the optimal tuning parameter and the estimation of the unknown function.
Figure 3.2: Example 9, Left: Boxplots of the mean absolute deviation curve based on 400 simulations for the proposed variance function estimation with $I = 4, 8$, the refined method, FY1998, as proposed by Fan and Yao (1998), and the ideal estimator, from left to right. Right: The sample residuals, the estimated variance function (solid line) by the refined method, and the true variance function (dashed line).

3.5.3 Real data analysis

Here, we apply our method to a real data set (Albright, Winston, and Zappe, 1999). In 1995, a bank was accused of gender discrimination. It was pointed out that the salaries of the female employees were significantly lower than those of the male employees. The data contains the information of 208 employees. Fan and Peng (2004) processed the data by deleting outliers and integrating the information. Thus 199 samples remained in the processed data set with seven variables: EduLev, a categorical variable indicating the employees’ education level from 1 to 5 with 5 being the highest; JobGrade, a categorical variable indicating the job level from 1 to 6 with 6 being the highest; Gender, 0 for male and 1 for female; Age, the employee’s age in 1995; PCJob, 1 for computer-related job and 0 for otherwise; YrsExp, the work experience of the employees by 1995, including their previous work experience in other banks; and Salary, annual salary in thousands of dollars in 1995. Fan and Peng(2004) proposed two models for investigating the gender influence on the salary:
the linear model

\[
\text{Salary} = \beta_0 + \beta_1 \text{Female} + \beta_2 \text{PCJob} + \sum_{i=1}^{4} \beta_{2+i} \text{Edu}_i \\
+ \sum_{i=1}^{5} \beta_{6+i} \text{JobGrd}_i + \beta_{12} \text{YrsExp} + \beta_{13} \text{Age} + \epsilon
\]

and the partially linear additive model

\[
\text{Salary} = \beta_0 + \beta_1 \text{Female} + \beta_2 \text{PCJob} + \sum_{i=1}^{4} \beta_{2+i} \text{Edu}_i \\
+ \sum_{i=1}^{5} \beta_{6+i} \text{JobGrd}_i + f_1(\text{YrsExp}) + f_2(\text{Age}) + \epsilon
\]

For the linear model, both the ordinary least squares method and the SCAD penalized likelihood method are applied to estimate the residual variance. For the partially linear additive model, similar to Fan, Guo, and Hao (2012), a 5-knot quadratic spline model with SCAD penalty is applied for the nonparametric functions, and the degrees of freedom are estimated by sample size \( n \) minus the number of non-zero parameters. Our local average estimators are also calculated based on the partially linear additive model. Table 3.10 summarizes the results. It shows that three residual sum of squares estimators and \( \hat{\sigma}^2(5) \) are within the interval [12.5, 12.9], but \( \hat{\sigma}^2(4) \) and \( \hat{\sigma}^2_\ast \) are much smaller and within the interval [11.45, 11.80].

<table>
<thead>
<tr>
<th>Method</th>
<th>OLS</th>
<th>SCAD_1</th>
<th>SCAD_2</th>
<th>( \hat{\sigma}^2(4) )</th>
<th>( \hat{\sigma}^2(5) )</th>
<th>( \hat{\sigma}^2_\ast )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated Residual Variance</td>
<td>12.53</td>
<td>12.64</td>
<td>12.87</td>
<td>11.49</td>
<td>12.88</td>
<td>11.78</td>
</tr>
</tbody>
</table>

In fact, the results in Fan and Peng (2004) indicate that neither Age nor Gender is statistically significant in both models. Thus, we removed Age as it is closely correlated with YrsExp, for which the correlation coefficient is 0.69, and considered the interaction of YrsExp and Gender via a bivariate nonparametric function,

\[
\text{Salary} = \beta_1 + \beta_2 \text{PCJob} + \sum_{i=1}^{4} \beta_{2+i} \text{Edu}_i + \sum_{i=1}^{5} \beta_{6+i} \text{JobGrd}_i + f(\text{YrsExp, Gender}) + \epsilon
\]

The local average estimators with different interval length \( I \) are computed based on both the partially linear additive model and the bivariate nonparametric model. The
results are listed in Table 3.11, which shows that the bivariate nonparametric model produces a more stable result, and the estimated residual variances are all around 12. It is also consistent with the refined local average estimator in Table 3.10. For the partially linear additive model, however the estimators fluctuate with different $I$. We conclude that the bivariate nonparametric model describes the data better, and the noise of the data set is around 12.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\hat{\sigma}^2(3)$</th>
<th>$\hat{\sigma}^2(4)$</th>
<th>$\hat{\sigma}^2(5)$</th>
<th>$\hat{\sigma}^2(6)$</th>
<th>$\hat{\sigma}^2(7)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partial Additive Model</td>
<td>10.50</td>
<td>11.49</td>
<td>12.88</td>
<td>12.38</td>
<td>11.11</td>
</tr>
<tr>
<td>Bivariate Nonparametric Model</td>
<td>11.91</td>
<td>12.20</td>
<td>11.81</td>
<td>12.22</td>
<td>12.18</td>
</tr>
</tbody>
</table>

### 3.6 Conclusion and discussion

The residual sum of squares method and difference-based method are two classical approaches in variance estimation. The residual sum of squares method is natural but needs to estimate the unknown function accurately and efficiently, whereas the difference-based method is robust and requires light computational cost but is limited to the univariate case and may not be optimal.

Our proposed local average method has the advantages of avoiding efficiently estimating the nonparametric functions and reducing much computational cost. What’s more, it can be easily implemented for various nonparametric and semi-parametric models. The basic assumption is that the unknown nonparametric function is smooth enough and can be approximated well by a constant step function locally. Thus, we can reparameterize the nonparametric and semi-parametric models into a high-dimensional linear model and estimate the residual variance directly. Under some regularity conditions, we have proved that the local average variance estimator is asymptotically normal and achieves the asymptotic optimal rate $O_p(n^{-1})$. Simulation studies show that under certain circumstances the local average estimator involves bias. As the bias is closely related to the group size, we propose a refined local average variance estimator by aggregating variance estimators of different group sizes.

Furthermore, the basic idea of our proposed local average estimator for the er-
ror variance is trying to reduce the bias of the local estimates of the nonparametric function as much as possible even though it would inflate the variance of the estimators. In fact, when further using those local estimators to estimate some global parameters in the model, those inflated variance of the local parameter estimators or the nonparametric function estimators can be integrated, and the reduced biases can be ignored. With small sacrifice, we could make a trade-off between the computation and the efficiency of the parameter estimator. In this chapter, we try to use our proposed local average estimator for the residual variance estimation as one of the simple examples to illustrate such idea clearly.

3.7 Appendix

Proof of Theorem 3.1. Note that

\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) = \sqrt{n} \left[ \frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{l} (y_{ij} - \frac{1}{l} \sum_{j=1}^{l} y_{ij})^2 - \sigma^2 \right] \\
= \frac{I}{I-1} \sqrt{n} \sum_{i=1}^{k} \sum_{j=1}^{l} \left( f(x_{ij}) - \frac{1}{l} \sum_{j=1}^{l} f(x_{ij}) + \epsilon_{ij} - \frac{1}{l} \sum_{j=1}^{l} \epsilon_{ij} \right)^2 - \sqrt{n}\sigma^2 \\
= S_1 + S_2 + S_3,
\]

where

\[
S_1 = \frac{I}{I-1} \sqrt{n} \sum_{i=1}^{k} \sum_{j=1}^{l} (f(x_{ij}) - \frac{1}{l} \sum_{j=1}^{l} f(x_{ij}))^2, \\
S_2 = \frac{2I}{I-1} \sqrt{n} \sum_{i=1}^{k} \sum_{j=1}^{l} (f(x_{ij}) - \frac{1}{l} \sum_{j=1}^{l} f(x_{ij}))(\epsilon_{ij} - \frac{1}{l} \sum_{j=1}^{l} \epsilon_{ij}), \\
S_3 = \frac{I}{I-1} \sqrt{n} \sum_{i=1}^{k} \sum_{j=1}^{l} (\epsilon_{ij} - \frac{1}{l} \sum_{j=1}^{l} \epsilon_{ij})^2 - \sqrt{n}\sigma^2.
\]
Under Condition (b), we have

\[ S_1 = \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( \sum_{l=1}^{I} (f(x_{ij}) - f(x_{il})) \right)^2 \]

\[ \leq \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \sum_{l=1}^{I} (f(x_{ij}) - f(x_{il}))^2 \]

\[ = \frac{2}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{1 \leq j < l \leq I} (f(x_{ij}) - f(x_{il}))^2 \]

\[ \leq \frac{I}{\sqrt{n}} \sum_{i=1}^{n-1} (f(x_{i+1}) - f(x_i))^2 = o_p(n^{-3/2}). \]

For \( S_2 \), we have

\[ S_2 \leq \frac{2I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \sum_{l=1}^{I} \sum_{m=1}^{I} |f(x_{ij}) - f(x_{il})||\epsilon(n) - \epsilon(1)| \]

\[ \leq \frac{2I}{I - 1} \frac{1}{\sqrt{n}} (\epsilon(n) - \epsilon(1)) \sum_{i=1}^{k} \sum_{1 \leq j < l \leq I} |f(x_{ij}) - f(x_{il})|, \]

where \( \epsilon(n) \) and \( \epsilon(1) \) are the largest and smallest of \( \epsilon_i \)’s, respectively. By applying Lemma A.1 of Hsing and Carroll (1992), we have \( n^{-1/4} |\epsilon(n) - \epsilon(1)| \overset{p}{\to} 0 \), and then

\[ S_2 \leq \frac{I^3}{\sqrt{n}} (\epsilon(n) - \epsilon(1)) \sum_{i=1}^{n-1} |f(x_{i+1}) - f(x_i)| = o_p(n^{-1/4}). \]

Therefore,

\[ \sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) = \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} (\epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij})^2 - \sqrt{n}\sigma^2 + o_p(1) \]

\[ = \sqrt{I} \sqrt{k} \left[ \frac{1}{k} \sum_{i=1}^{k} \left( \frac{1}{I - 1} \sum_{j=1}^{I} (\epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij})^2 \right) - \sigma^2 \right] + o_p(1). \]

Denote \( U_i = \frac{1}{I - 1} \sum_{j=1}^{I} (\epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij})^2, 1 \leq i \leq k \). It is easy to show that \( U_i \)'s are independently and identically distributed with

\[ \text{E}[U_i] = \sigma^2 \text{ and } \text{Var}[U_i] = \frac{\mu_4}{I} - \frac{I - 3}{I(I - 1)} \sigma^4. \]

Therefore, by the Central Limit Theorem, we have

\[ \sqrt{k} \left( \frac{1}{k} \sum_{i=1}^{k} U_i - \sigma^2 \right) \overset{D}{\to} \mathcal{N} \left( 0, \frac{\mu_4}{I} - \frac{I - 3}{I(I - 1)} \sigma^4 \right), \]
or, equivalently,
\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) \overset{D}{\to} \mathcal{N} \left( 0, \mu_4 - \frac{I - 3}{I - 1} \sigma^4 \right).
\]

Proof of Theorem 3.2. Denote \( y_{ij} = f(x_{ij}) + Z_{ij}^T \beta + \epsilon_{ij}, \) \( y^*_{ij} = \alpha_i + Z_{ij}^T \beta + \epsilon_{ij}, \) and \( \hat{y}_{ij} = \hat{\alpha}_i + Z_{ij}^T \hat{\beta}. \) We then have
\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) = \sqrt{n} \left[ \frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( y_{ij} - \hat{y}_{ij} \right)^2 - \sigma^2 \right]
\]
\[
= \sqrt{n} \left[ \frac{1}{n-k} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( y_{ij} - y^*_{ij} + y^*_{ij} - \hat{y}_{ij} \right)^2 - \sigma^2 \right]
\]
\[
= S_1 + S_2 + S_3,
\]
where

\[
S_1 = \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} (y^*_{ij} - y^*_{ij})^2,
\]
\[
S_2 = \frac{2I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - y^*_{ij})(y^*_{ij} - \hat{y}_{ij}),
\]
\[
S_3 = \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} (y^*_{ij} - \hat{y}_{ij})^2 - \sqrt{n} \sigma^2.
\]

Because \( \alpha_i = \frac{1}{I} \sum_{j=1}^{I} f(x_{ij}), \) the estimation error \( y_{ij} - y^*_{ij} = f(x_{ij}) - \frac{1}{I} \sum_{j=1}^{I} f(x_{ij}) \) is of the order \( O(n^{-1}) \). We can then show that \( S_1 = O_p(n^{-3/2}) \) and \( S_2 = O_p(n^{-1/2}). \) Thus,
\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) = \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} (y^*_{ij} - \hat{y}_{ij})^2 - \sqrt{n} \sigma^2 + o_p(1)
\]
\[
= \frac{I}{I - 1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \left[ (Z_{ij} - \frac{1}{I} \sum_{j=1}^{I} Z_{ij})^T (\beta - \hat{\beta}) + (\epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij}) \right]^2
\]
\[
- \sqrt{n} \sigma^2 + o_p(1)
\]
\[
\overset{D}{=} S_4 + S_5 + S_6,
\]
where
\[
S_4 = \frac{I}{I-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( \left( Z_{ij} - \frac{1}{I} \sum_{j=1}^{I} Z_{ij} \right) \left( \beta - \hat{\beta} \right) \right)^2
\]
\[
S_5 = \frac{2I}{I-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( Z_{ij} - \frac{1}{I} \sum_{j=1}^{I} Z_{ij} \right)^T \left( \beta - \hat{\beta} \right) \left( \epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij} \right)
\]
\[
S_6 = \frac{I}{I-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( \epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij} \right)^2 - \sqrt{n} \sigma^2 + o_p(1).
\]

Applying Theorem 1 of Cui, Lu and Peng (2014), the estimation error for the coefficients \( \beta - \hat{\beta} \) is of the order \( O_p(n^{-1/2}) \). We can then show that \( S_4 = O_p(n^{-1/2}) \) and \( S_5 = o_p(1) \). Thus,
\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) = \frac{I}{I-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{k} \sum_{j=1}^{I} \left( \epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij} \right)^2 - \sqrt{n} \sigma^2 + o_p(1)
\]
\[
= \sqrt{I} \sqrt{k} \left[ \frac{1}{k} \sum_{i=1}^{k} \frac{I}{I-1} \left( \epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij} \right)^2 - \sigma^2 \right] + o_p(1).
\]

Similar to the proof of Theorem 3.1, denote \( U_i = \frac{1}{I-1} \sum_{j=1}^{I} (\epsilon_{ij} - \frac{1}{I} \sum_{j=1}^{I} \epsilon_{ij})^2 \), \( 1 \leq i \leq k \), and \( U_i \)'s are independently and identically distributed with
\[
E[U_i] = \sigma^2 \text{ and } \text{Var}[U_i] = \frac{\mu_4}{I} - \frac{I-3}{I(I-1)} \sigma^4.
\]

Therefore, by the Central Limit Theorem, we have
\[
\sqrt{k}(\frac{1}{k} \sum_{i=1}^{k} U_i - \sigma^2) \overset{d}{\rightarrow} N(0, \frac{\mu_4}{I} - \frac{I-3}{I(I-1)} \sigma^4),
\]
or, equivalently,
\[
\sqrt{n}(\hat{\sigma}_L^2 - \sigma^2) d \rightarrow N(0, \mu_4 - \frac{I-3}{I-1} \sigma^4).
\]

\[\Box\]

**Proof of Theorem 3.3.** Denote \( y_{ij} = X_{ij}^T a(U_{ij}) + \epsilon_{ij} \), \( y_{ij}^* = X_{ij}^T a_i + \epsilon_{ij} \), and \( \hat{y}_{ij} = X_{ij}^T \hat{a}_i \). We then have
\[
\hat{\sigma}^2 = \frac{Y^T P Y}{tr(P)} = \frac{\sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - \hat{y}_{ij})^2}{n - pk}
\]
\[
= \frac{\sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - y_{ij}^* + y_{ij}^* - \hat{y}_{ij})^2}{n - pk}
\]
\[
= S_1 + S_2 + S_3,
\]

\[\Box\]
where

\[ S_1 = \frac{1}{n - pk} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - y_{ij}^*)^2, \]

\[ S_2 = \frac{2}{n - pk} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij} - y_{ij}^*) (y_{ij}^* - \hat{y}_{ij}), \]

\[ S_3 = \frac{1}{n - pk} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij}^* - \hat{y}_{ij})^2. \]

Under Condition (C'), the estimation error \( y_{ij} - y_{ij}^* = X_{ij}^T (a(U_{ij}) - a_i) \) is of the order \( O(n^{-1}) \). We can then show that \( S_1 = O_p(n^{-2}) \) and \( S_2 = O_p(n^{-1}) \). Thus,

\[ \hat{\sigma}^2_L = \frac{1}{n - pk} \sum_{i=1}^{k} \sum_{j=1}^{I} (y_{ij}^* - \hat{y}_{ij})^2 + o_p(n^{-1}) \]

\[ = \frac{1}{k} \sum_{i=1}^{k} \epsilon_i^T P_i \epsilon_i \frac{1}{I - p} + o_p(n^{-1}), \]

where \( P_i = I - X_i (X_i^T X_i)^{-1} X_i^T \). Denote \( Z_i = \epsilon_i^T P_i \epsilon_i \), then it is easy to show that

\[ \mathbb{E}[Z_i] = \sigma^2 \text{ and } \text{Var}[Z_i] = \frac{1}{(I - p)^2} \text{Var}[\epsilon_i^T P_i \epsilon_i] = \frac{\mu_4 - 3\sigma^4}{(I - p)^2} P_i^T P_i + \frac{2\sigma^4}{I - p}, \]

where \( p_i \) is the diagonal vector of \( P_i \). Denote \( V_i = Z_i - \sigma^2 \), and \( V_i \)'s are independent with

\[ \mathbb{E}[V_i] = 0 \text{ and } \mathbb{E}[V_i^2] \equiv \sigma_i^2 = \frac{\mu_4 - 3\sigma^4}{(I - p)^2} p_i^T P_i + \frac{2\sigma^4}{I - p}. \]

Denote

\[ s_k^2 = \sum_{i=1}^{k} \sigma_i^2 = \frac{\mu_4 - 3\sigma^4}{(I - p)^2} \sum_{i=1}^{k} p_i^T P_i \]

\[ = \frac{2k}{I - p} + \frac{2k\sigma^4}{I - p} = \frac{\mu_4 - 3\sigma^4}{(I - p)^2} \]

\[ = \frac{2k}{I - p} + \frac{2k\sigma^4}{I - p}, \]

where \( p \) is the diagonal vector of \( P \).

Because \( p_i^T P_i \leq \text{tr}(P_i^T P_i) = \text{tr}(P_i) = I - p \), then

\[ \int V_i^2 dP = \mathbb{E}[V_i^2] = \frac{\mu_4 - 3\sigma^4}{(I - p)^2} p_i^T P_i + \frac{2\sigma^4}{I - p} \leq \frac{\mu_4 - \sigma^4}{I - p} < \infty. \]

Thus, for \( \delta > 0 \), we have

\[ \lim_{k \to \infty} \int_{|V_i| > \delta \sqrt{k}} V_i^2 dP = 0 \text{ and } \lim_{k \to \infty} k \sum_{i=1}^{k} \int_{|V_i| > \delta \sqrt{k}} V_i^2 dP = 0. \]
Because $\mathbf{p}^T \mathbf{p} \geq \frac{\text{tr}(\mathbf{p}^2)}{n} = \frac{k^2(I-p)^2}{n} = \frac{(I-p)^2k}{I}$, then $s^2_k > \frac{\mu_1 - \sigma^4}{I-p} > 0$. Thus, for $\delta > 0$ and $m = \frac{\mu_1 - \sigma^4}{I-p}$, we have

$$\lim_{k \to \infty} \frac{1}{s^2_k} \sum_{i=1}^{k} \frac{1}{V_i} < \delta \sqrt{s^2_k} \int |V_i| > \delta V^2_i dP < \lim_{k \to \infty} \frac{1}{mk} \sum_{i=1}^{k} \int |V_i| > \delta \sqrt{mk} V^2_i dP = 0,$$

and the Lindeberg conditions of the Central Limit Theorem are satisfied by $V_i$, $i = 1, \ldots, k$.

When the error $\epsilon_i$'s follow a normal distribution, $\mu_4 = 3\sigma^4$ and $s^2_k = \frac{2k\sigma^4}{I-p}$. Therefore, we have

$$\frac{\sum_{i=1}^{k} V_i}{s_k} = \frac{k \left( \frac{1}{k} \sum_{i=1}^{k} Z_i - \sigma^2 \right)}{\sqrt{2k\sigma^4}} \rightarrow N(0, 1),$$

and

$$\sqrt{n}(\hat{\sigma}_k^2 - \sigma^2) = \frac{\sqrt{Ik}}{\sqrt{k}} \left( \frac{1}{k} \sum_{i=1}^{k} Z_i - \sigma^2 \right) + \sqrt{n}O_p(n^{-1}) \xrightarrow{D} N(0, \frac{2I\sigma^4}{I-p}).$$

\(\square\)
Chapter 4

Hypothesis Testing in Varying Coefficient Models

4.1 Introduction

In statistics literature, the scholars have discussed a lot about the regression analysis. The relationship of the dependent and independent variables always arouses our interest. Beginning with the simple linear model, the parametric models have shown their remarkable virtues—convenient setup, well studied statistical properties and mature applications. However, all of these will be in vain if the parametric assumption is wrong. For the nonparametric model, the model flexibility has been granted but the statistical inference would be difficult without any structural assumptions. What’s more, the nonparametric models suffer severely from the ”curse of dimensionality”. Therefore, people intend to combine these two kinds of models and semi-parametric models have been heatedly discussed. With some nonparametric components, the semi-parametric model is much more flexible than the ordinary parametric models. At the meantime, the semi-parametric models keep certain structures so that the aim of the statistical inference will be more clear and the adverse influence of dimensionality can be reduced. Popular examples include partially liner models(Engle, Granger, Rice and Weiss 1986; Robinson 1988), additive models(Friedman and Stuetzle 1981; Buja, Hastie and Tibshirani 1989) and varying coefficient models(Hastie and Tibshirani 1993).
The varying coefficient model was firstly introduced by Hastie and Tibshirani (1993). With the predictors \((u, x_1, ..., x_p)\) and the response variable \(y\), it usually takes a form as

\[
y = \sum_{l=1}^{p} a_l(u)x_l + \epsilon, \tag{4.1}
\]

where \(u\) is the covariate that controls the coefficient functions \(a_l(\cdot), l = 1, ..., p\). It is also assumed that \(E[\epsilon|u, x_1, ..., x_p] = 0\) and \(Var[\epsilon|u, x_1, ..., x_p] = \sigma^2\). In all, the varying coefficient model possesses a linear structure, which is favorable in the statistical analysis. Different from the classical linear model, the coefficients in varying coefficient model are replaced by functions. Thus, the association of the variables will not be restricted to a fixed relationship. The relations could vary with different values of covariate \(u\). This property is very appealing in practical applications since we can allow the coefficients change over time, i.e. let \(u = t\). In this way, the varying coefficient model is a natural choice when we want to analyse nonlinear time series data, longitudinal data and survival data. Hence, the varying coefficient model obtains great success in areas of economics, epidemiology, medical science and so on.

As we have introduced in Chapter 2, there are mainly two kinds of methods for estimating the functional coefficients. One is the basis functions estimation. The coefficient functions will be approximated by a basis expansion, then the least squares is employed. When Hastie and Tibshirani (1993) proposed the varying coefficient model, the natural cubic splines are used for estimation. Other smoothing splines estimations have been studied by Hoover et al.(1998), Wu and Chiang(2000) and Chiang et al.(2001). Huang, et al.(2002) studied the statistical properties of the general basis functions estimators. Though the basis functions estimators are intuitional and easy to understand, they involve arbitrary choices of the basis functions and related parameters. The other popularly used estimating method is the local polynomial estimator. Since the varying coefficient model is essentially a local linear model, the local polynomial estimators seem more suitable. Taylor expansions are applied to the functional coefficients and the estimators will be calculated by the least squares with kernel. Hoover et al.(1998) used a weighted local polynomial estimator to estimate \(a_l(\cdot)\) but this one step local polynomial estimator is not efficient if the coefficient functions have different degrees of smoothness. Fan and Zhang(1999) presented a
two step estimator. With the initial estimators substituted into the model, a higher order local polynomial estimator with suitable bandwidth is calculated for the objective coefficient function. Then the needs for different degrees of smoothness can be satisfied in the second step.

Naturally the question will arise that whether certain coefficient \( a_l(\cdot), l = 1, ..., p \) is really varying. More generally, we want to know if the coefficient function admits any structures. The researchers have investigated many kinds of difference between the null and the alternative hypothesis to get the test statistics and the corresponding rejection rules. With the local polynomial estimators, Fan and Zhang (2000) studied the deviations of the estimated coefficient function and the true coefficient function. The asymptotic distribution for the maximum of the normalized deviations has been deduced so that hypothesis tests can be conducted. However, this test statistic involves many unknown quantities. The estimation for these unknown parameters is complicated. Another approach is that we compare the log-likelihood or the residual squares under the null and the alternative hypothesis. Take the difference or the ratios as the test statistics and use bootstrap to get the rejection rules. See Cai, et al. (2000a), Cai, et al (2000b) and Huang, et al. (2002) for different estimators and data types. Fan, et al. (2001) proposed generalized likelihood ratio (GLR) tests and illustrated the idea with varying coefficient model in detail. The GLR test uses the difference of the log-likelihood under the alternative hypothesis and the null hypothesis as the test statistics. Different from the classical maximum likelihood ratio test, the maximum likelihood estimator in log-likelihood under the alternative is replaced by any reasonable nonparametric regression estimators. Thus the GLR tests can be widely applied to many models. Also, Fan, et al. have proved that the GLR tests are optimal and follow the Wilk’s phenomena. The GLR tests provide many possibilities for model checking problems. In fact, the tests in Cai, et al. (2000a), Cai, et al (2000b) and Huang, et al. (2002) are some specific scenarios of GLR tests.

Notice that for all the commonly used test methods, the varying coefficient model has to be fully fitted first. The estimation procedure, no matter using the basis functions method or the local polynomial method, will need loads of computational work. If the bootstrap is also implemented, the computation burden will be even
heavier. In this chapter, we present three tests to deal with this problem. The new tests avoid unnecessary estimation for the nuisance parameters and functions. The basic idea of the new tests is as follow. Firstly, we use local average method to estimate the function coefficient roughly and get some primary point estimators about the objective coefficient function. Secondly, some classical nonparametric test can be applied to the primary estimator to check the model assumptions. Moreover, we can get the estimator of the residual variance via the local average method as we did in Chapter 3. Then we can make use of the residual variance estimators to conduct the hypothesis test.

The remainder of this chapter is organized as follow. In Section 2, classical nonparametric tests for the varying coefficient model are briefly introduced first. Then the three new tests are discussed in detail. The testing problem is stated and the test statistics are presented. In Section 3, the theorems about the asymptotic distribution under null hypothesis and the Wilk’s type of results are developed. Several simulations are conducted in Section 4 to demonstrate the performance of the proposed tests. Section 5 is the summary.

4.2 Methodology

Generally, we want to test whether the functional coefficients in model 4.1 possess any structures. Ranging form a simple constant to a given family of functions, the test problems can be various. For simplicity, we suppose that we only want to check whether the last functional coefficient, i.e., \( a_p(\cdot) \), is constant. The extensions to general cases are similar. Write the varying coefficient model in matrix form

\[
y = X^T a(u) + \epsilon.
\]

With the random sample \((U_i, X_i, y_i), i = 1, \ldots, n\), the hypothesis testing problem is:

\[
H_0 : a_p(\cdot) = c, \leftrightarrow H_1 : a_p(\cdot) \neq c
\]  

(4.2)

where \( c \) is an unknown constant.

First we discuss the tests based on the local polynomial estimator. If we consider all the functional coefficients share the same degree of smoothness, it is sufficient to
use the one step local linear estimator. In a small neighbourhood of any given point \( u_0 \), the coefficient function \( a_l(u) \) can be approximated locally as

\[
a_l(u) \approx a_l + b_l(u - u_0), \quad l = 1, \ldots, p
\]

Then minimizing

\[
\sum_{i=1}^{n} \{y_i - X_i^T a - X_i^T b(U_i - u)\}^2 K_h(U_i - u)
\]

with respect to \((a, b)\), for a given kernel function \( K \) and a bandwidth \( h \), to get the estimator

\[
\hat{a}_p(u) = e_{p,2p}^T (\Lambda_u^T W_{h,u} \Lambda_u)^{-1} \Lambda_u^T W_{h,u} Y
\]

where

\[
\begin{align*}
X &= (X_1, \ldots, X_n)^T, \quad U_u = \text{diag}(U_1 - u, \ldots, U_n - u), \\
\Lambda_u &= (X, U_u X), \quad Y = (y_1, \ldots, y_n)^T, \\
W_{h,u} &= \text{diag}(K_h(U_1 - u), \ldots, K_h(U_n - u))
\end{align*}
\]

and \( e_{k,m} \) denotes the unit vector of length \( m \) with 1 at the \( k \)th position. For convenience, we also denote the observed covariates vector by \( \mathcal{D} \), i.e,

\[
\mathcal{D} = (U_1, \ldots, U_n, x_{11}, \ldots, x_{1n}, \ldots, x_{p1}, \ldots, x_{pn})^T.
\]

With local linear estimators, Fan and Zhang (2000) has shown that under some regularity conditions, the asymptotic distribution of the maximum discrepancy between the estimated functional coefficient and true functional coefficient can be reduced. Let the test statistic

\[
T = (-2 \log h)^{1/2} \left( \sup \{|\hat{\var{\hat{a}_p} | \mathcal{D}}\} \right)^{1/2} (\hat{a}_p - \hat{c} - \hat{\text{bias}}(\hat{a}_p | \mathcal{D})) - d_{v,n}
\]

then

\[
P(T < x) \rightarrow \exp\{-2e^{-x}\}.
\]

So the null hypothesis \( H_0 \) should be rejected if large value of \( T \) is observed. However, this test statistic involves many unknown components. The estimation for these unknown parameters is quite complicated. Higher order derivatives of \( a_p(\cdot) \) is needed for the bias term, and the whole model need fitting to get the variance estimator.
Fan at el.(2001) came up with the method of GLR tests. The main idea of the GLR tests is that the estimators under alternative hypothesis can be flexible. What’s more, since the GLR tests enjoy the Wilk’s type of property, the nuisance parameters in null hypothesis can also be easily estimated. As long as the estimators are reasonable, the test statistics will remain well performed. Still consider the above testing problem 4.2, the GLR test statistic is give by

$$\lambda_n = \frac{n}{2} \log \frac{\text{RSS}_0}{\text{RSS}_1} \approx \frac{n}{2} \frac{\text{RSS}_0 - \text{RSS}_1}{\text{RSS}_1}$$

with

$$\text{RSS}_0 = \sum_{i=1}^{n} (y_i - \hat{a}_1(U_i)x_{i1} - \cdots - \hat{a}_{p-1}(U_i)x_{ip-1} - \hat{c}x_{ip})^2,$$

$$\text{RSS}_1 = \sum_{i=1}^{n} (y_i - \tilde{a}_1(U_i)x_{i1} - \cdots - \tilde{a}_{p-1}(U_i)x_{ip-1} - \tilde{a}_p(U_i)x_{ip})^2.$$

Here, we use the notations $\hat{a}_1(U_i), \ldots, \hat{a}_{p-1}(U_i)$ to represent the estimators under the null hypothesis while $\tilde{a}_1(U_i), \ldots, \tilde{a}_p(U_i)$ are for those under the alternative. In Fan at el(2001), the local linear estimators are applied in both cases. Under the conditions in Fan at el(2001), it is proved that the asymptotic null distribution of the GLR test is $\chi^2$ with large degrees of freedom, i.e

$$r \lambda_n \overset{a}{\sim} \chi^2_{b_n},$$

where $r$ and $b_n$ are some value related to the kernel function and some basic properties of the covariates. In addition, due to the Wilk’s phenomena, $r$ and $b_n$ can be simply gained by bootstrap simulation, though the explicit formulas are also given.

Analogously, the tests with basis function estimators can be conducted in the same way. Each functional coefficient $a_l(\cdot)$ is expanded by basis functions

$$a_l(u) \approx \sum_{s=0}^{K_l} \gamma_{ls} B_{ls}(u), l = 1, \ldots, p$$

where $B_{ls}(s = 1, \ldots, K_l)$ is a set of basis functions. Then the estimators $\hat{\gamma}_{ls}$ can be estimated by minimising

$$\sum_{i=1}^{n} w_i \{y_i - \sum_{l=1}^{p} \sum_{s=1}^{K_l} x_{id} B_{ls}(U_i) \hat{\gamma}_{ls} \}^2$$
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where \( w_i \)'s are some reasonable weights. For the testing problem 4.2, Huang at el.(2002) suggested a test statistic

\[
T = \frac{\text{RSS}_0 - \text{RSS}_1}{\text{RSS}_1}
\]

with

\[
\text{RSS}_0 = \sum_{i=1}^{n} w_i \left( y_i - \sum_{l=1}^{p-1} \sum_{s=1}^{K_l} x_{il} B_{ls}(U_i) \hat{\gamma}_{ls} - \hat{c} x_{ip} \right)^2,
\]

\[
\text{RSS}_1 = \sum_{i=1}^{n} w_i \left( y_i - \sum_{l=1}^{p} \sum_{s=1}^{K_l} x_{il} B_{ls}(U_i) \tilde{\gamma}_{ls} \right)^2.
\]

\( \hat{\gamma}_{ls} \) and \( \tilde{\gamma}_{ls} \) are the estimators under null and alternative hypothesis respectively. Next step is using bootstrap to calculate the rejection region. We can find that this is actually a specific incidence of the GLR test.

As we have mentioned, the existing tests require intensive computation. Even if the bootstrap can be avoided in the GLR test, the estimation of the nuisance coefficients can still be time-consuming. What’s worse, the one step local polynomial estimator is not efficient if the coefficient functions have different degrees of smoothness. So the estimation process may consist of several two step local polynomial estimations. Though the basis function estimator can adapt to different smoothness for different coefficients, the selection of the basis functions and corresponding smoothing parameters is not easy. Since only the last coefficient \( a_p(\cdot) \) is of interest in the hypothesis testing, such big effort to estimate the other coefficients is not preferable. Therefore, we want to find some methods that can get rid of the unnecessary estimation. Thus the computation burden can be reduced.

In this chapter, we propose three tests based on the local average method. Instead of getting the fully smoothed function estimators, we only calculate some primary point estimators. The hypothesis tests then can be conducted based on these primary point estimators. Since the functional coefficient can be treated as locally constant, thus we can get a ordinary least squares estimator in a certain small neighbourhood of \( u \). Latter in this chapter we will prove that this ordinary least squares estimator is an asymptotically unbiased estimator for the function value of ”average-point” in this neighbourhood. After collecting all the ”average-point” estimators, we can use some classic nonparametric tests to study the function structure.

The details of the implementation is demonstrated as following. Firstly, we sort the samples \((U_i, X_i, y_i), i = 1, \ldots, n\) according to \( U_i \) in an ascending order, i.e., \( U_1 \leq U_2 \leq \cdots \leq U_n \). Then divide the sorted samples into \( k \) groups with \( I \) samples
in each group. Since we should make sure that the neighbourhood is sufficiently narrow, small and fixed \( I \) is selected. Then \( k \) will increase with the sample size \( n \). Thus, \( n = Ik \). (In practise, the remainders will be removed out if \( n \) is not evenly divisible by \( I \). As \( I \) is small enough, the number of the removed samples is also small. So this part is negligible.)

Denote the \( j \)th observation in the \( i \)th group as \((U_{ij}, X_{ij}, y_{ij}), i = 1, \ldots, k, j = 1, \ldots, I\). Hence, we have

\[
y_{ij} = X_{ij}^T a(U_{ij}) + \epsilon_{ij}, \quad i = 1, \ldots, k, \quad j = 1, \ldots, I.
\]

Since we treat the functional coefficient \( a(\cdot) \) as constant in the small neighbourhood, we assume in every group \( a(U_{i1}) \approx a(U_{i2}) \approx \cdots \approx a(U_{iI}) \approx a(\bar{U}_i) \). Thus, for the \( i \)th group, we have

\[
Y_i = X_i a_i + \epsilon_i^*
\]

where

\[
Y_i = (y_{i1}, y_{i2}, \ldots, y_{iI})^T \in \mathbb{R}^{I \times 1}, \quad a_i = (a_1(\bar{U}_i), a_2(\bar{U}_i), \ldots, a_p(\bar{U}_i))^T \in \mathbb{R}^{p \times 1},
\]

\[
X_i = (X_{i1}, X_{i2}, \ldots, X_{iI})^T \in \mathbb{R}^{I \times p} \quad \text{and} \quad \epsilon_i = (\epsilon_{i1}^*, \epsilon_{i2}^*, \ldots, \epsilon_{iI}^*)^T \in \mathbb{R}^{I \times 1}.
\]

Combine all the \( k \) groups, we get

\[
Y = X a + \epsilon^*
\]

where

\[
Y = (Y_1^T, Y_2^T, \ldots, Y_k^T)^T \in \mathbb{R}^{n \times 1}, \quad a = (a_1^T, a_2^T, \ldots, a_k^T)^T \in \mathbb{R}^{kp \times 1},
\]

\[
X = X_1 \oplus X_2 \oplus \cdots \oplus X_k \in \mathbb{R}^{n \times kp} \quad \text{and} \quad \epsilon^* = (\epsilon_1^T, \epsilon_2^T, \ldots, \epsilon_k^T)^T \in \mathbb{R}^{n \times 1}.
\]

Now we can get the primary point estimators

\[
\hat{a} = (\hat{a}_1(\bar{U}_1), \ldots, \hat{a}_p(\bar{U}_1), \hat{a}_1(\bar{U}_2), \ldots, \hat{a}_p(\bar{U}_2), \ldots, \hat{a}_1(\bar{U}_k), \ldots, \hat{a}_p(\bar{U}_k))^T
\]

\[
= (X^T X)^{-1} X^T Y
\]

From the estimators \( \hat{a} \), we can get \( k \) estimators related to \( a_p(\cdot) \), namely, \( \hat{a}_p(\bar{U}_1), \hat{a}_p(\bar{U}_2), \ldots, \hat{a}_p(\bar{U}_k) \). In the next section, we will see that \( \text{E}(\hat{a}_p(\bar{U}_i)) = a_p(\bar{U}_i) + O_p(\log n \ n) \) and \( \text{Var}(\hat{a}_p(\bar{U}_i)) = e_p^T \text{E}[(\sum_{i=1}^I X_i X_i^T)^{-1} \bar{U}_i] e_p \sigma^2 \) for \( i = 1, \ldots, k \).
Then the testing problem can be regarded as based on a simple nonparametric model

\[ \hat{a}_p(\bar{U}_i) = a_p(\bar{U}_i) + v_p(\bar{U}_i)\epsilon, \quad i = 1, \ldots, k \]

with \( v_p^2(\bar{U}_i) = e_{p,p}^T E[(\sum_{i=1}^I X_iX_i^T)^{-1}|\bar{U}_i]e_{p,p}. \)

By now, we have transformed the varying-coefficient model into a simple univariate nonparametric model. The problem becomes easier no matter in estimation or in model checking. We can apply some classical methods to conduct the hypothesis test. Notice that the model is heteroscedastic, we first consider the test proposed by Zheng(1996). Under the null hypothesis, the coefficient \( a_p(\cdot) \) is constant, then we can have a simple estimator for the constant \( c \)

\[ \hat{c} = \frac{1}{k} \sum_{i=1}^k \hat{a}_p(\bar{U}_i) \]

and the test statistics is

\[ T_1 = \frac{1}{k(k-1)} \sum_{i=1}^k \sum_{j \neq i}^k \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \hat{e}_i \hat{e}_j. \]

where \( \hat{e}_i = \hat{a}_p(\bar{U}_i) - \hat{c} \).

If the function on the conditional variance \( v_p^2(\bar{U}_i) = e_{p,p}^T E[(\sum_{i=1}^I X_iX_i^T)^{-1}|\bar{U}_i]e_{p,p} \) is known or can be estimated efficiently, we can also apply the GLR test to this problem. Then test statistics is

\[ T_2 = \frac{n}{2I} \log \frac{\sum_{i=1}^k (\hat{a}_p(\bar{U}_i) - \hat{c}) \sum_{i=1}^k \hat{a}_p(\bar{U}_i))^2}{\sum_{i=1}^k (\hat{a}_p(\bar{U}_i) - \tilde{m}_h(\bar{U}_i))^2} \]

where \( \tilde{m}_h(\bar{U}_i) \) is a reasonable estimator for \( a_p(\bar{U}_i) \) under the alternative hypothesis, for example, the local linear estimator.

Notice that in \( T_2 \), we only need to estimate one functional coefficient \( a_p(\cdot) \), i.e. \( \tilde{m}_h(\cdot) \). If we apply the GLR test directly to the original varying coefficient model, we have to estimate other \( 2(p-1) \) uninterested functional coefficients. The computation burden has been sharply lessened after we employing the local average method.

Nevertheless, the function \( v_p^2(\bar{U}_i) \) is usually unknown. Notice that the GLR test is based on the residual squares, so we may ignore all the function estimation as long as we can find a way to estimate the residual variance efficiently. Remind that in the first step, we get the primary point estimators for all the functional coefficients.
of the varying coefficient model. We can just substitute these point estimators back to the varying coefficient model to get the estimated residual squares. That is, the fitted value \( \hat{Y} \) can be written as,

\[
\hat{Y} = X(X^TX)^{-1}X^TY 
\]

Then the residual errors are estimated

\[
\hat{\varepsilon} = Y - \hat{Y}. 
\]

Therefore, the estimation for the sum of residual squares under the alternative hypothesis is

\[
\hat{\text{RSS}}_1 = Y^TPY 	ag{4.4}
\]

where \( P = I - X(X^TX)^{-1}X^T \).

The estimation of \( \text{RSS}_0 \) under null hypothesis is similar. Since we have known that the last coefficient is constant, then the model becomes

\[
y = X^T\hat{a}(u) + cx_p + \epsilon. 
\]

where \( \hat{X} = (x_1, ..., x_{p-1})^T \) and \( \hat{a}(u) = (a_1(u), a_2(u), ..., a_{p-1}(u))^T \). Divide the samples into \( k \) groups according to the variate \( U_i \) as above. Let \( \Phi = (\hat{X}, X_p) \) and \( \theta = (\hat{a}^T, c)^T \), where \( \hat{X} = \hat{X}_1 \oplus \hat{X}_2 \oplus \cdots \oplus \hat{X}_k \in \mathbb{R}^{n \times k(p-1)} \) and \( \hat{a} = (\hat{a}_1^T, \hat{a}_2^T, ..., \hat{a}_k^T)^T \in \mathbb{R}^{k(p-1) \times 1} \) as we just denoted above, with all the \( p \)-dimension covariate \( X \) replaced by the \( (p-1) \)-dimension covariate \( \hat{X} \). Then we can write the model as

\[
Y = \Phi \theta + \epsilon^*.
\]

Therefore the sum of residual squares under the null hypothesis can be estimated as

\[
\hat{\text{RSS}}_0 = Y^T \hat{P} Y
\]

where \( \hat{P} = I - \Phi(\Phi^T \Phi)^{-1} \Phi^T \).

Then the final test statistic is

\[
T_3 = \frac{n}{2} \frac{\hat{\text{RSS}}_0 - \hat{\text{RSS}}_1}{\text{RSS}_1} = \frac{n}{2} \frac{Y^T \hat{P} Y - Y^T PY}{Y^T PY}
\]

For the first two tests \( T_1 \) and \( T_2 \), the wanted functional coefficient has been taken out so that the problem is simplified to a simple nonparametric regression model.
This merit makes the proposed tests very attractive when the testing problem is focused on individual coefficient. The uninterested coefficients are left behind so that no extra estimation process is needed. The last test $T_3$ based on the estimated RSS is conducted on the original varying coefficient model, so a simultaneous result can be obtained if the testing problem is about several coefficients. In the next section, we will present the asymptotic distributions of the proposed tests and their statistical properties.

### 4.3 Theorem

To deduce the asymptotic properties of the proposed tests, the following assumptions are required

1. The marginal density function $f(u)$ of $U$ is bounded away from $0$ and from $\infty$. Its first-order derivatives are bounded.

2. $a(u)$ has the continuous second derivative.

3. $X$ is bounded. $\Gamma(U) = \mathbb{E}[(\sum_{i=1}^{I} X_i X_i^T)^{-1}|U]$ exists for any given $U$ in its support and is continuously differentiable.

4. $\mathbb{E}[\epsilon^4] = \mu_4 < \infty$.

5. The function $K(t)$ is a symmetric density function with a compact support.

In addition, we introduce some notations here for further use in the theorems. Let

$$
\kappa_1 = K(0) - \frac{1}{2} \int K^2(t)dt \quad \kappa_2 = \int \{K(t) - \frac{1}{2} K * K(t)\}^2 dt
$$

$$
\Psi_n = \sum_{i=1}^{k} M_i^{-2} \sum_{j=1}^{I} m_{ij}^4 \quad M_i = B_i - C_i A_i^{-1} C_i \quad m_{ij} = C_i A_i^{-1} \tilde{X}_{ij} - x_{ijp}
$$

$$
A_i = \sum_{j=1}^{I} \tilde{X}_{ij} \tilde{X}_{ij}^T \quad B_i = \sum_{j=1}^{I} x_{ijp}^2 \quad C_i = \sum_{j=1}^{I} \tilde{X}_{ij} x_{ijp}
$$

$$
D_{i1} = \sum_{j=1}^{I} \tilde{X}_{ij} \epsilon_{ij} \quad D_{i2} = \sum_{j=1}^{I} x_{ijp} \epsilon_{ij}
$$

where $K * K$ denotes the convolution of kernel function $K$. 
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As we have mentioned in Chapter 2, the primary point estimators are asymptotically unbiased and we also have the explicit forms of their variances. Here, we use a lemma to state the statistical properties of these point estimators obtained by local average method.

**Lemma 4.1.** Given assumptions 1-4, with small and fixed $I$, when $n \to \infty$, then for the primary local average estimator (4.3), we have

$$E(\hat{a}_l(\bar{U}_i)) \to a_l(\bar{U}_i), \ Var(\hat{a}_l(\bar{U}_i)) \equiv \sigma_l^2(\bar{U}_i) = (e^T_{l,p}\Gamma(\bar{U}_i)e_{l,p})\sigma^2, \ l = 1, \ldots, p, i = 1, \ldots, k.$$  

Note that when $n \to \infty$, the points in the same group will be narrowed to one single point since the support of $U$ is bounded. Hence, we consider the distribution of the average point $\bar{U}_i$ is the same as the distribution of $U$ when $n \to \infty$. In fact, follow the proof of Lemma 4.1, we could choose any point in the group as the ”average-point” and the asymptotic properties remain. The foundation of the Lemma 4.1 is that the change of the function values in a small neighbourhood could be neglected. Under the assumption 1-4, the difference of the function values in the same group is of $O(\log(n)/n)$.

Combining the Lemma 4.1 and Lemma 3.3 in Zheng(1996), we can get the asymptotic distribution of $T_1$ under the null hypothesis.

**Theorem 4.1.** Given assumptions 1-5, if $h \to 0$ and $nh \to \infty$, then under the null hypothesis (4.2),

$$nh^{1/2}T_1 \overset{d}{\to} N(0, \sigma_1^2)$$

where $\sigma_1^2$ is the asymptotic variance of $nh^{1/2}T_1$,

$$\sigma_1^2 = 2I^2 \int K^2(s)ds \cdot \int \sigma^4_p(u)f(u)d(u)$$

and $\sigma_1^2$ can be consistently estimated by $\hat{\sigma}_1^2$,

$$\hat{\sigma}_1^2 = \frac{2I^2}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K^2(\frac{\bar{U}_i - \bar{U}_j}{h})\hat{e}_i \hat{e}_j.$$  

We can also standardize the test statistic as

$$V_1 \equiv \sqrt{\frac{n-I}{n}} \frac{nh^{1/2}T_1}{\hat{\sigma}_1} = \frac{\sum_{i=1}^{k} \sum_{j \neq i}^{k} K(\frac{U_i - U_j}{h})\hat{e}_i \hat{e}_j}{\{\sum_{i=1}^{k} \sum_{j \neq i}^{k} 2K^2(\frac{U_i - U_j}{h})\hat{e}_i^2 \hat{e}_j^2\}^{1/2}}.$$
Then the following corollary arises naturally.

**Corollary 4.1.** Given assumptions 1-5, if \( h \to 0 \) and \( nh \to \infty \), then under the null hypothesis (4.2),

\[
V_1 \overset{d}{\to} N(0,1)
\]

Thus we can use Corollary 4.1 to calculate the critical value for the test.

**Theorem 4.2.** Given assumptions 1-5, then under \( H_0 \), as \( h \to 0 \), \( nh^{3/2} \to \infty \)

\[
r_n T_2 \overset{a}{\sim} \chi^2_{a_n}
\]

where

\[
r_n = \frac{k_1}{\kappa_2} \left[ \int \sigma_p^2(u) du \right] \left[ \int \sigma_p^2(u) f(u) du \right] \left[ \int \sigma_p^4(u) du \right]^{-1},
\]

\[
a_n = \frac{k_1}{\kappa_2} h^{-1} \left[ \int \sigma_p^2(u) du \right]^2 \left[ \int \sigma_p^4(u) du \right]^{-1}
\]

One may find that the the asymptotic results of \( T_2 \) is actually the same as the Remark 4.2 in Fan et al. (2001), with the weight function \( w(x) = 1 \). As a result, we could also use a weighted residual sum of squares in the test to offset the heteroscedastic influence. Let

\[
\text{RSS}'_0 = \sum_{i=1}^{k} (\hat{a}_p(U_i) - \frac{1}{k} \sum_{i=1}^{k} \hat{a}_p(U_i))w(U_i), \quad \text{RSS}'_1 = \sum_{i=1}^{k} (\hat{a}_p(U_i) - \hat{m}_h(U_i))w(U_i)
\]

where \( w(u) = [\sigma_p^2(u)]^{-1} \), then

\[
T'_2 = \frac{n}{2I} \log \frac{\text{RSS}'_0}{\text{RSS}'_1}
\]

and by Remark 4.2 in Fan et al. (2001), we have

\[
r'_n T'_2 \overset{a}{\sim} \chi^2_{a'_n}
\]

with \( r'_n = \frac{a_1}{\kappa_2} \) and \( a'_n = \frac{r_1^2}{\kappa_2} h^{-1}|\Omega| \). \( \Omega \) is the support of \( U \). In this way, the Wilks type of result holds. When weighted residual sum of squares are used, the asymptotic result is the same with that of GLR test directly applied on the original varying coefficient model. The difference is that our proposal saves a lot of computation. If we directly use GLR test for the original varying coefficient model, we have to estimate other \( p-1 \) functional coefficients both under the null hypothesis and the alternative hypothesis.
In our method, we only need to estimate one coefficient function and one variance function $\sigma^2_p(\cdot)$.

Next we consider the asymptotic distribution of $T_3$.

**Theorem 4.3.** Given assumptions 1-5, for a given $I$, as $n \to \infty$, then under $H_0$,

$$\frac{2(I-p)}{I} \sigma^{-1}_3 (T_3 - \frac{n}{2(I-p)}) \to N(0,1),$$

where $\sigma^2_3 = \Psi_n(\frac{\mu^4}{\sigma^4} - 3) + 2n/I$. Furthermore, if $\epsilon$ follows a mesokurtic distribution (say, normal distribution), then

$$\frac{2(I-p)}{I} T_3 \sim \chi^2_{n/I}.$$

When $\epsilon$ is distributed with a normal distribution, the null distribution of $T_3$ is quite simple. The underlying $\chi^2$ distribution is only related to the group size $I$, the covariates dimension $p$ and the sample size $n$. The Wilks phenomenon is valid. Unlike $T_1$ and $T_2$, the estimation for the asymptotic mean and variance is not needed. This is a great merit of $T_3$. Even if the assumption of mesokurtic distribution is not satisfied, the calculation of $\Psi_n$ is not complex. What’s more, by Cauchy-Schwarz inequality we have $n/2I \leq \Psi_n \leq n/I$.

### 4.4 Simulation

In this section, we investigate the finite-sample performance of the proposed tests. Consider the model

$$Y = a_1(U)X_1 + a_2(U)X_2 + \epsilon,$$

where $U$ is uniformly distributed on $[0,1]$, the covariates $(X_1, X_2)$ follows a bivariate normal distribution with zero mean and covariance $\begin{pmatrix} 1 & 2^{-1/2} \\ 2^{-1/2} & 1 \end{pmatrix}$, and $\epsilon \sim N(0, \sigma^2)$. We set $\sigma^2 = 0.2 \text{Var}\{E[Y|U, X_1, X_2]\}$ so that the signal to noise ration is about 5 : 1. What’s more, $U$, $\epsilon$ and $(X_1, X_2)$ are independent. We will conduct tests on whether the second coefficient $a_2(\cdot)$ is constant, i.e.

$$H_0 : a_2(\cdot) = c, \iff H_1 : a_2(\cdot) \neq c$$

First we consider the null model with

$$a_1(U) = \sin(60U), \quad a_2(U) = 1.$$
The test statistics $T_1$, $T_2$ and $T_3$ are simulated 1000 times for different sample size $n$ and group size $I$. Then we calculated the proportion of rejections as the empirical size for the three tests under $\alpha = 0.05$ significant level. For test statistic $T_1$, the bandwidth $h$ is chosen to be $\gamma \cdot n^{-2/5}$ as in Zheng(1996). For test statistic $T_2$, the local linear smoothing is adopted under the alternative hypothesis and the bandwidth is taken as $\gamma \cdot n^{-1/5}$ according to Fan and Gijbels(1996). What’s more, since we let the covariates $U$ and $(X_1, X_2)$ are independent, the variance of our primary local average estimator then becomes a constant. Therefore, in $T_1$ and $T_2$, Zheng’s method and the GLR method are both applied to a simple homoscedastic model. The parameter $\gamma$ is a constant to control the bandwidth, so that we can get a general idea about the influence of different bandwidths on the test statistics. In both tests, the Epanechnikov kernel is employed and so it is in the later simulations.

We summarise the results of size study of $T_1$, $T_2$ and $T_3$ in Table 4.1, Table 4.2 and Table 4.3 respectively.

As can be seen, in most cases the test $T_1$ has size close to 0.05. When sample size $n$ becomes larger, the sizes tend to the asymptotic value. What’s more, when the sample size is large enough, the influence caused by the choice of group size $I$ and bandwidth seems slight.

Table 4.2 shows the rejection rates of $T_2$ in the finite-sample setting. In general, the sizes get closer to 0.05 as $n$ increases. Based on this table, we still can not tell the difference among different bandwidths and the group sizes. Notice that the sizes in the table are all larger than 0.05, though the convergent trend exits.

From Table 4.3, we can see that the simulation results is satisfactory. The sizes of $T_3$ converge to 0.05 rapidly as $n$ grows. The test statistics with $I = 10$ outperform those of the other two cases. This is consistent with the results in Chapter 3. When sample size is large enough, larger group size $I$ will give a better estimation of the residual variance.

In order to have a more intuitional understanding about the asymptotic distribution of the test statistics under the null hypothesis, we plot the density functions of the three proposed test statistics for the null model. For each test, 1000 replicates are conducted from the null model and their sample distributions is obtained by a
Table 4.1: Proportion of rejections for null model with $T_1$

<table>
<thead>
<tr>
<th>Parameter $\gamma$</th>
<th>Sample size n</th>
<th>I = 4</th>
<th>I = 5</th>
<th>I = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>200</td>
<td>0.035</td>
<td>0.039</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.042</td>
<td>0.042</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>0.041</td>
<td>0.038</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>0.045</td>
<td>0.045</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.047</td>
<td>0.045</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>0.042</td>
<td>0.043</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>0.041</td>
<td>0.042</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.042</td>
<td>0.044</td>
<td>0.038</td>
</tr>
<tr>
<td>1</td>
<td>200</td>
<td>0.035</td>
<td>0.032</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.037</td>
<td>0.036</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>0.038</td>
<td>0.036</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>0.040</td>
<td>0.036</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.043</td>
<td>0.040</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>0.041</td>
<td>0.041</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>0.038</td>
<td>0.043</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.042</td>
<td>0.042</td>
<td>0.036</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>0.025</td>
<td>0.024</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.026</td>
<td>0.030</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>0.031</td>
<td>0.028</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>0.033</td>
<td>0.028</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.032</td>
<td>0.032</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>1200</td>
<td>0.033</td>
<td>0.033</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>0.033</td>
<td>0.037</td>
<td>0.035</td>
</tr>
</tbody>
</table>

kernel density estimate. (Here we employ the function "ksdensity" in MATLAB.) In addition, all the test statistics are standardized so that we can compare the sample distributions with the standard normal distribution. The bandwidths are chosen to be $\frac{1}{2}n^{-2/5}$ and $n^{-1/5}$ for $T_1$ and $T_2$ respectively. Group size $I$ are selected as 10 in all the three test statistics. Sample size $n$ is set to be 400, 800, 1600 so that we can get a general idea about the convergent trend of the sample distributions.

It can be seen from Figure 4.1 that the sample distributions of standardized $T_1$ and $T_3$ have a similar bell shape as the standard normal distribution. What’s more,
the sample distributions behave like the standard normal more as sample size $n$ gets larger. For the test statistics $T_2$, there seems to present some discrepancy between the sample distribution and the standard normal distribution. Though the sample distribution is quite close to the normal standard, we can still find a long right tail. This may explain some of the facts that the size of test $T_2$ is usually larger than the significance level.

Next we conduct the power study of the proposed tests. Take the following two
Table 4.3: Proportion of rejections for null model with $T_3$

<table>
<thead>
<tr>
<th>Sample size n</th>
<th>I = 4</th>
<th>I = 5</th>
<th>I = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.105</td>
<td>0.097</td>
<td>0.067</td>
</tr>
<tr>
<td>400</td>
<td>0.118</td>
<td>0.078</td>
<td>0.057</td>
</tr>
<tr>
<td>600</td>
<td>0.094</td>
<td>0.069</td>
<td>0.059</td>
</tr>
<tr>
<td>800</td>
<td>0.084</td>
<td>0.075</td>
<td>0.049</td>
</tr>
<tr>
<td>1000</td>
<td>0.092</td>
<td>0.087</td>
<td>0.054</td>
</tr>
<tr>
<td>1200</td>
<td>0.078</td>
<td>0.086</td>
<td>0.053</td>
</tr>
<tr>
<td>1400</td>
<td>0.077</td>
<td>0.07</td>
<td>0.056</td>
</tr>
<tr>
<td>1600</td>
<td>0.081</td>
<td>0.053</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Figure 4.1: Null distributions of test statistics $T_1$, $T_2$ and $T_3$. Solid curve: standard normal; dotted curve: $n=400$; dash-dot curve: $n=800$; dashed curve: $n=1600$.

families of alternative models as examples:

Example1. $a_1(U) = \sin(60U)$, $a_2(U) = a \cdot 4U(1-U) + (1-a)$.

Example2. $a_1(U) = \sin(6\pi U)$, $a_2(U) = a \cdot \sin(2\pi U) + (1-a)$.

with the index parameter $a = 0, 0.1, ..., 1$. Obviously, the null hypothesis holds when $a = 0$. Then the functional coefficient $a_2(\cdot)$ gradually departs from the constant as the index parameter $a$ arises to 1.

Under these two families of alternative models, we compute the power functions of the three proposed tests. Here we let the sample size $n = 800$ and the group size $I = 10$. As in the above examples, 1000 simulations are conducted for each test under every alternative model. In $T_1$, we use a bandwidth of $\frac{1}{2}n^{-2/5}$ and $n^{-1/5}$ is chosen in
Figure 4.2: Example 1: Left: True function when $a = 0$ (solid), $a = 0.2$ (dashed), $a = 0.5$ (dotted), $a = 0.8$ (dash-dotted), $a = 1$ (dotted-solid). Right: Power functions for the proposed tests under different alternatives. Solid curve: $T_1$; dotted curve: $T_2$; dashed curve: $T_3$.

The left panel of Figure 4.2 plots the true curves of the functional coefficient $a_2(\cdot)$ in Example 1, ranging from the null hypothesis to the alternatives. The right panel depicts the power functions at 0.05 significance level. It can be seen that in most cases, the powers of the proposed tests present a order of $T_2 > T_1 > T_3$. Moreover, all the three power functions increase to 1 rapidly, indicating the sensitivity for the alternatives of the proposed tests.

Figure 4.3 also shows the true functions of $a_2(\cdot)$ and the power functions of the tests at 0.05 significance level. As expected, the results reveal the proposed test statistics are useful. Still we find the power of $T_2$ is higher than those of $T_1$ and $T_3$. Combining the facts gotten from the size study, it seems that the test $T_2$ is inclined to reject the null hypothesis.

### 4.5 Concluding remarks

We have brought up three test statistics for the varying coefficient models based on the local average method. In $T_1$ and $T_2$, the problem of the varying coefficient model is transformed into a simple nonparametric one. Hence, classical test approaches
can be applied on to this transformed model. Since this transformed model is het-
eroscedastic, then we have two different test statistics. For $T_1$, we use Zheng(1996)’s method, which has no requirement on the residual variance. $T_2$ takes the way of the GLR tests proposed by Fan et al(2001), where we need to know the underlying variance function. Interestingly, the finite-sample simulation results indicate that, $T_1$ tends to be conservative while $T_2$ seems to prefer to reject the null hypothesis. The test statistic $T_3$ is inspired by the GLR test. Instead of estimating the coefficients of the model, we directly estimate the residual variance under the null hypothesis and the alternative hypothesis. Both of the asymptotic results and the simulations of $T_3$ are quite satisfactory. Moreover, all the three test statistics have proved themselves with large values of power in detecting the alternatives.

The most remarkable contribution of the proposed tests is the lessening of the computation. In most of the existing tests, one need to estimate all the functional coefficients of the varying coefficient model. Even the test problem is only about one coefficient, large effort has to be put into the estimation of other nuisance coefficients. For the proposed tests, $T_1$ and $T_2$ only need to deal with one functional coefficient, and $T_3$ leaves out all the smoothing procedures. Thus, we dramatically improve the computation efficiency. $T_1$ and $T_2$ are very suitable for the problems concentrated on
one coefficient. For those tests on several coefficients, it is recommended to use $T_3$, or to apply $T_1$ or $T_2$ multiple times.

Further studies can be conducted on the local average method. In this chapter, we only take the test problem $a_2(\cdot) = c$ as an example. Extensions to the general case $a_2(\cdot) = m(u, \theta)$, where $m(u, \theta)$ is some parametric model, are direct and of the same frame. In addition, the application to other models is also feasible, for example, the additive model. In all, the local average method is a very potential tool and researchers could develop more on this topic.

4.6 Appendix

Proof of Lemma 4.1. Note that the primary point estimators $\mathbf{a} = (a_1^T, a_2^T, \ldots, a_k^T)^T$ is a result of ordinary least squares from $k$ independent linear regressions. The components $a_i$, $i = 1, \ldots, k$ are actually calculated separately. So without losing generality, we will discuss $a_i$ only.

$$\hat{a}_i = (\hat{a}_1(U_i), \hat{a}_2(U_i), \ldots, \hat{a}_p(U_i))^T$$

$$= (X_i^T X_i)^{-1}X_i^T Y_i$$

$$= (X_i^T X_i)^{-1}X_i^T \begin{pmatrix}
X_{i1}^T a(U_{i1}) + X_{i1}^T a(\bar{U}_i) - X_{i1}^T a(\bar{U}_i) + \epsilon_{i1} \\
X_{i2}^T a(U_{i2}) + X_{i2}^T a(\bar{U}_i) - X_{i2}^T a(\bar{U}_i) + \epsilon_{i2} \\
\vdots \\
X_{ii}^T a(U_{ii}) + X_{ii}^T a(\bar{U}_i) - X_{ii}^T a(\bar{U}_i) + \epsilon_{ii}
\end{pmatrix}$$

$$= a(\bar{U}_i) + (X_i^T X_i)^{-1}X_i^T \epsilon_i + (X_i^T X_i)^{-1}X_i^T \begin{pmatrix}
X_{i1}^T (a(U_{i1}) - a(\bar{U}_i)) \\
X_{i2}^T (a(U_{i2}) - a(\bar{U}_i)) \\
\vdots \\
X_{ii}^T (a(U_{ii}) - a(\bar{U}_i))
\end{pmatrix}$$

Now we need to prove that for each $a_l(\cdot), l = 1, \ldots, p$ and any $i, j$, $|a_l(U_{ij}) - a_l(\bar{U}_i)| = O_p(\frac{\ln n}{n})$. Let $F(\cdot)$ be the cumulative distribution of $U$, i.e., $F'(u) = f(u)$. Besides, let $\tau = F(U)$, so we can regard $\tau$ as a uniformly distributed variable in the interval $[0,1]$. We denote two consecutive order statistics by $U_{(i+1)}, U_{(i)}$, and $\tau_{(i+1)}, \tau_{(i)}$.
are the corresponding uniformly distributed variables. Then we have

\[ |a_i(U_{ij}) - a_i(\bar{U}_i)| = |a'_i(\xi_{ij})| |U_{ij} - \bar{U}_i| \]
\[ \leq |a'_i(\xi_{ij})| \cdot \frac{I - 1}{2} \max |U_{(i+1)} - U_{(i)}| \]
\[ = \frac{(I - 1)}{2} |a'_i(\xi_{ij})| \max |F^{-1}(\tau_{(i+1)}) - F^{-1}(\tau_{(i)})| \]
\[ = \frac{(I - 1)}{2} |a'_i(\xi_{ij})| \max (F^{-1}(\eta)) |\tau_{(i+1)} - \tau_{(i)}| \]
\[ = \frac{(I - 1)}{2} |a'_i(\xi_{ij})| \max |\tau_{(i+1)} - \tau_{(i)}| \]
\[ \leq \frac{(I - 1)}{2\delta} |a'_i(\xi_{ij})| O_p \left( \frac{\ln n}{n} \right) \]

where \( \xi_{ij} \) is between \( U_{ij} \) and \( \bar{U}_i \), \( \eta \) is between \( \tau_{(i+1)} \) and \( \tau_{(i)} \), \( u_\eta = F^{-1}(\eta) \). The last equation holds by the Theorem 3.1 of Lars Holst (1980). Therefore,

\[ \hat{a}_i = a(\bar{U}_i) + (X_i^T X_i)^{-1} X_i^T \epsilon_i + O_p \left( \frac{\ln n}{n} \right) \]

and

\[ E(\hat{a}_i) \to a(\bar{U}_i), \]
\[ \text{Var}(\hat{a}_i) = E[(X_i^T X_i)^{-1} |\bar{U}_i| \sigma^2 = \Gamma(\bar{U}_i)\sigma^2], \]

as \( n \to \infty \).

What’s more, since the ordering is no longer needed in the following model checking step, we can naively consider the primary local estimators \((\bar{U}_i, \hat{a}_i), 1 = 1, \ldots, k\) are independent and identically distributed.

**Proof of Theorem 4.1.** By Lemma 4.1, the test problem can be transformed into

\[ \hat{a}_p(\bar{U}_i) = a_p(\bar{U}_i) + \eta_i, \quad i = 1, \ldots, k \]

where the new error terms \( \eta_i, i = 1, \ldots, k \) are independent and have zero mean. Under null hypothesis, \( \hat{a}_p(\bar{U}_i) = c + \eta_i \). Thus \( \hat{c} = c + \frac{1}{k} \sum_{i=1}^k \eta_i \) and \( \hat{a}_p(\bar{U}_i) - \hat{c} = -\sum_{j \neq i}^k \frac{1}{k} \eta_j + \)
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where $\frac{k-1}{k} \eta_i$. Then

$$T_1 = \frac{1}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) (\hat{a}_p(\bar{U}_i) - \hat{c})(\hat{a}_p(\bar{U}_j) - \hat{c})$$

$$= \frac{1}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \{ - \sum_{s \neq i}^{k} \frac{1}{k} \eta_s + \frac{k-1}{k} \eta_i \} \{ - \sum_{t \neq j}^{k} \frac{1}{k} \eta_t + \frac{k-1}{k} \eta_j \}$$

$$= S_1 + S_2 + S_3,$$

where

$$S_1 = \frac{1}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \sum_{s \neq i}^{k} \frac{1}{k} \eta_s \sum_{t \neq i}^{k} \frac{1}{k} \eta_t$$

$$S_2 = \frac{-2}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \sum_{s \neq i}^{k} \frac{1}{k} \eta_s \frac{1}{k-1}$$

$$S_3 = \frac{1}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \eta_i \eta_j \left( \frac{k-1}{k} \right)^2.$$

It is easy to see that $E[S_1] = E[S_2] = O\left(\frac{1}{k}\right) \text{ and } E[S_1^2] = O\left(\frac{1}{k^2}\right) + O\left(\frac{1}{k^3}\right), E[S_2^2] = O\left(\frac{1}{k^3}\right) + O\left(\frac{1}{k^4}\right)$. Then by Chebyshev inequality, we can have $kh^{1/2}S_1 = o_p(1)$ and $kh^{1/2}S_2 = o_p(1)$.

Denote $S_3^* = \frac{1}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \eta_i \eta_j$, then $S_3 = \left( \frac{k-1}{k} \right)^2 S_3^*$. By Lemma 3.3 in Zheng(1996)

$$kh^{1/2}S_3^* \overset{d}{\rightarrow} N(0, \Sigma)$$

where $\Sigma = 2 \int K^2(s) ds \cdot \int \{E[\eta^2|u]\}^2 f(u)d(u)$. Then by Slusky theorem,

$$nh^{1/2}T_1 \overset{d}{\rightarrow} N(0, \Sigma_1).$$

Next we will show that $\Sigma_1$ can be consistently estimated by $\hat{\Sigma}_1$.

$$\hat{\Sigma}_1 = \frac{2I^2}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K^2\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \hat{c}_i \hat{c}_j$$

$$= \frac{2I^2}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K^2\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \{- \sum_{s \neq i}^{k} \frac{1}{k} \eta_s + \frac{k-1}{k} \eta_i \} \{- \sum_{t \neq j}^{k} \frac{1}{k} \eta_t + \frac{k-1}{k} \eta_j \}$$

$$= \frac{2I^2}{k(k-1)} \sum_{i=1}^{k} \sum_{j \neq i}^{k} \frac{1}{h} K^2\left( \frac{\bar{U}_i - \bar{U}_j}{h} \right) \left\{ \sum_{s \neq i}^{k} \frac{1}{k} \eta_s \right\} \left\{ \sum_{t \neq j}^{k} \frac{1}{k} \eta_t \right\}$$

$$\times \left\{ \sum_{t \neq j}^{k} \frac{1}{k} \eta_t \right\} \left\{ \sum_{t \neq j}^{k} \frac{1}{k} \eta_t \right\} + \frac{(k-1)^2}{k^2} \eta_i^2$$
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It is obvious that every term that contains \(-2^{k-1} \eta_i (\sum_{s \neq i}^k \frac{1}{k} \eta_s)\) or \(-2^{k-1} \eta_j (\sum_{t \neq j}^k \frac{1}{k} \eta_t)\) has zero mean since \(\eta\)'s are independent. Thus, the expansion of the expectation of \(\hat{\Sigma}_1\) remains three parts, i.e.,

\[
E[\hat{\Sigma}_1] = E[S_4 + S_5 + S_6],
\]

where

\[
S_4 = \frac{2I^2}{k(k-1)} \sum_{i=1}^k \sum_{j \neq i}^k \frac{1}{h} K^2(\frac{U_i - U_j}{h})(\sum_{s \neq i}^k \frac{1}{k} \eta_s)^2 (\sum_{t \neq j}^k \frac{1}{k} \eta_t)^2,
\]

\[
S_5 = \frac{4I^2}{k(k-1)} \sum_{i=1}^k \sum_{j \neq i}^k \frac{1}{h} K^2(\frac{U_i - U_j}{h})(\sum_{s \neq i}^k \frac{1}{k} \eta_s)^2 (k-1)^2 \eta_j^2,
\]

\[
S_6 = \frac{2I^2}{k(k-1)} \sum_{i=1}^k \sum_{j \neq i}^k \frac{1}{h} K^2(\frac{U_i - U_j}{h}) (k-1)^4 \eta_i^2 \eta_j^2.
\]

It is easy to show that \(S_4 = O(\frac{1}{k^2}), S_5 = O(\frac{1}{k}),\) then

\[
E[\hat{\Sigma}_1] = E[S_6] + O(\frac{1}{k})
\]

\[
= \frac{(k-1)^4}{k^4} E[\frac{2I^2}{k(k-1)} \sum_{i=1}^k \sum_{j \neq i}^k \frac{1}{h} K^2(\frac{U_i - U_j}{h}) \eta_i^2 \eta_j^2] + O(\frac{1}{k})
\]

\[
= \frac{(k-1)^4}{k^4} \Sigma_1 + O(\frac{1}{k})
\]

So, as \(n \to \infty, E[\hat{\Sigma}_1] \to \Sigma_1.\)

**Proof of Theorem 4.2.** By Lemma 4.3, the test problem is transformed into

\[
\hat{a}_p(U_i) = a_p(U_i) + \eta_i, \quad i = 1, ..., k
\]

where the new error terms \(\eta_i, i = 1, ..., k\) are independent, \(E[\eta_i] = 0, \text{Var}[\eta_i] = \sigma_p^2(x|u)\). Then we apply the GLR test for the problem without unifying the variance. The proof is similar to that of Theorem 5 in Fan et al(2001), except that some variance terms are no longer constant. In addition, we use a simple kernel estimator for the alternative while in Fan et al(2001), local linear estimator is used. However, these two kinds of estimators share the same asymptotic properties in our case. So they are equivalent.

\[
T_2 = \frac{n}{2I} \log \frac{RSS_0}{RSS_0} \approx \frac{n}{2I} \frac{RSS_0 - RSS_1}{RSS_1}
\]
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where $\text{RSS}_0 = \sum_{i=1}^{k} (\hat{a}_p(U_i) - \bar{c})^2$, $\text{RSS}_1 = \sum_{i=1}^{k} (\hat{a}_p(U_i) - \bar{m}_h(U_i))^2$. $\bar{m}_h(U_i)$ is the estimator under the alternative hypothesis. Here we use a kernel estimator with $K_h(\cdot) = \frac{1}{h} K(\cdot)$. Thus $\bar{m}_h(U_i) = \frac{\sum_{j=1}^{k} K_h(U_i - U_j) \hat{a}_p(U_j)}{\sum_{j=1}^{k} K_h(U_i - U_j)}$. Then under null the hypothesis, we have

$$\frac{1}{k} \text{RSS}_1 = \frac{1}{k} \sum_{i=1}^{k} (c + \eta_i - \frac{\sum_{j=1}^{k} K_h(U_i - U_j)(c + \eta_j)}{\sum_{j=1}^{k} K_h(U_i - U_j)})^2$$

$$= \frac{1}{k} \sum_{i=1}^{k} (\eta_i - \frac{\sum_{j=1}^{k} K_h(U_i - U_j)\eta_j}{\sum_{j=1}^{k} K_h(U_i - U_j)})^2$$

$$= \frac{1}{k} \sum_{i=1}^{k} \eta_i^2 + \frac{1}{k} \sum_{i=1}^{k} (\frac{\sum_{j=1}^{k} K_h(U_i - U_j)\eta_j}{\sum_{j=1}^{k} K_h(U_i - U_j)})^2 - \frac{2}{k} \sum_{i=1}^{k} \eta_i \frac{\sum_{j=1}^{k} K_h(U_i - U_j)\eta_j}{\sum_{j=1}^{k} K_h(U_i - U_j)}$$

$$\rightarrow \int \sigma_p^2(x) f(u) du + W_1 - 2W_2$$

Since

$$W_1 = \frac{1}{k^3} \sum_{i=1}^{k} \sum_{j=1}^{k} \sum_{j' = 1}^{k} K_h(U_i - U_j) K_h(U_i - U_{j'}) \eta_j \eta_{j'} \frac{1}{f_u(U_i)} + o_p(1)$$

$$= \frac{1}{k^2} \sum_{j=1}^{k} \sum_{j' = 1}^{k} \int K_h(U_i - U_j) K_h(U_i - U_{j'}) dU_i \eta_j \eta_{j'} + o_p(1)$$

$$= O_p(\frac{1}{kh}) + O_p(\frac{1}{kh^{1/2}})$$

and

$$W_2 = \frac{1}{k^2} \sum_{i=1}^{k} \sum_{j=1}^{k} \sum_{j' = 1}^{k} K_h(U_i - U_j) \eta_i \eta_j \frac{1}{f_u(U_i)} + o_p(1)$$

$$= \frac{1}{2k^2} \sum_{i=1}^{k} \sum_{j=1}^{k} K_h(U_i - U_j) \eta_i \eta_j \frac{1}{f_u(U_i)} + \frac{1}{f_u(U_j)} + o_p(1)$$

$$= O_p(\frac{1}{kh}) + O_p(\frac{1}{kh^{1/2}})$$

So we have

$$\frac{1}{k} \text{RSS}_1 = \int \sigma_p^2(u) f(u) du + o_p(1)$$
On the other hand,

$$
\frac{1}{k}(RRS_0 - RRS_1) = \frac{1}{k} \sum_{i=1}^{k} (\hat{a}_p(U_i) - \bar{c})^2 - \frac{1}{k} \sum_{i=1}^{k} (\hat{a}_p(U_i) - \bar{m}_h(U_i))^2
$$

$$
= \frac{1}{k} \sum_{i=1}^{k} (\eta_i - \bar{\eta})^2 - \frac{1}{k} \sum_{i=1}^{k} (\eta_i - (\bar{m}_h(U_i) - c))^2
$$

$$
= 2\frac{1}{k} \sum_{i=1}^{k} \eta_i (\bar{m}_h(U_i) - c) - \frac{1}{k} \sum_{i=1}^{k} (\bar{m}_h(U_i) - c)^2 - \frac{1}{k} \sum_{i=1}^{k} \eta^2
$$

$$
= W_3 - W_4 + O_p \left( \frac{1}{n} \right)
$$

Since

$$
W_3 = 2\frac{1}{k} \sum_{i=1}^{k} \eta_i \sum_{j=1}^{k} K_h(U_i - \bar{U}_j) \eta_j
$$

$$
= \frac{2}{k^2} \sum_{i=1}^{k} \sum_{j=1}^{k} K_h(U_i - \bar{U}_j) \eta_i \eta_j \frac{1}{f_u(U_i)} (1 + o_p(1))
$$

$$
= \frac{1}{k^2} \sum_{i=1}^{k} K(0) \eta_i^2 \frac{2}{f_u(U_i)} + \frac{1}{k^2} \sum_{i=1}^{k} \sum_{j \neq i}^{k} K_h(U_i - \bar{U}_j) \eta_i \eta_j \frac{2}{f_u(U_i)} + o_p(1)
$$

$$
= W_{31} + W_{32} + o_p(1)
$$

and

$$
W_4 = \frac{1}{k} \left( \sum_{i=1}^{k} \sum_{j=1}^{k} K_h(U_i - \bar{U}_j) \eta_j \right)^2
$$

$$
= \frac{1}{k^3} \sum_{i=1}^{k} \sum_{j=1}^{k} \sum_{j' = 1}^{k} K_h(U_i - \bar{U}_j) K_h(U_i - \bar{U}_{j'}) \eta_j \eta_{j'} \frac{1}{f_u^2(U_i)} (1 + o_p(1))
$$

$$
= \frac{1}{k^2} \sum_{j=1}^{k} \sum_{j' = 1}^{k} \{E[K_h(U_i - \bar{U}_j) K_h(U_i - \bar{U}_{j'}) \frac{1}{f_u^2(U_i)}]\} \eta_j \eta_{j'} (1 + o_p(1))
$$

$$
= \frac{1}{k^2} \sum_{j=1}^{k} \sum_{j' = 1}^{k} \frac{1}{h} \int K(v) K(v + \frac{\bar{U}_j - \bar{U}_{j'}}{h}) dv f_u^{-1}(\bar{U}_j) \eta_j \eta_{j'} (1 + o_p(1))
$$

$$
= \frac{1}{k^2} \sum_{j=1}^{k} \frac{1}{h} \int K^2(v) dv f_u^{-1}(\bar{U}_j) \eta_j^2
$$

$$
+ \frac{1}{k^2} \sum_{j=1}^{k} \sum_{j' \neq j} \frac{1}{h} \int K(v) K(v + \frac{\bar{U}_j - \bar{U}_{j'}}{h}) dv f_u^{-1}(\bar{U}_{j'}) \eta_j \eta_{j'} + o_p(1)
$$

$$
= W_{41} + W_{42} + o_p(1)
$$

then,

$$
\frac{1}{k} (RRS_0 - RRS_1) = (W_{31} - W_{41}) + (W_{32} - W_{42}) + o_p(1).
$$
\[
W_{31} - W_{41} = \frac{1}{k^2} \sum_{j=1}^{k} \frac{1}{h} \{2K(0) - \int K^2(v) dv\} f^{-1}_u(\bar{U}_j) \eta_j^2 \\
\to \frac{1}{kh} \{2K(0) - \int K^2(v) dv\} \int \sigma^2_p(u) du
\]

\[
W_{32} - W_{42} = \frac{1}{k^2h} \sum_{j' \neq j} \eta_j \eta_{j'} \{2K(\bar{U}_j - \bar{U}_{j'}) - \int K(v) K(v + \frac{\bar{U}_j - \bar{U}_{j'}}{h}) dv\} f^{-1}_u(\bar{U}_j)
\]

Denote \(W_5 = W_{32} - W_{42}\), then by Proposition 3.2 in Peter de Jong(1987), we have \(W_5 \to N(0, \text{Var}[W_5])\), with

\[
\text{Var}[W_5] = \frac{2}{k^2 h} \int \{2K(s) - \int K(v) K(v + s) dv\}^2 ds \int \sigma^2_p(u)^2 du
\]

The conditions checking for Proposition 3.2 in Peter de Jong(1987) is almost the same with that in the proof of theorem 5 in Fan et al(2001), so we omit the process here.

\(\square\)

**Proof of Theorem 4.3.** By Theorem 3.3 in Chapter 3,

\[
\frac{\hat{\text{RSS}}_1}{k(I-p)} - \sigma^2 = O_p\left(\frac{1}{\sqrt{n}}\right).
\]

Then from the definition of the test, we have

\[
T_3 = \frac{n}{2} \frac{\hat{\text{RSS}}_0 - \hat{\text{RSS}}_1}{\hat{\text{RSS}}_1} = \frac{n}{2k(I-p)} \cdot \frac{1}{\sigma^2(1 + o_p(1))} (\hat{\text{RSS}}_0 - \hat{\text{RSS}}_1)
\]

As in the computation, \(U'_i\)'s are ranked in ascending order, denoted as \(\{U_{(i)}\}\). Let \(S_i\) be the index set of \(\{U_{(i-1)+1}, ..., U_{(t \cdot I)}\}\), and \(1_{ti}\) is \(1\{i \in S_t\}, t = 1, ..., k\). In addition, for convenience, we denote \(\hat{\beta}\) as the local average estimator for the first \((p-1)\) functional coefficients under the null hypothesis, i.e. \(\hat{\beta}_t = (\hat{a}_1(\bar{U}_t), \hat{a}_2(\bar{U}_t), ..., \hat{a}_{p-1}(\bar{U}_t))^T, t = 1, ..., k\), and \(\tilde{\beta}\) is for the alternative. \(\hat{c}\) is the constant estimator under null the hypothesis and \(\tilde{\gamma}_t = \hat{a}_p(\bar{U}_t), t = 1, ..., k\) is the functional estimators under the alternative.
hypothesis. Then $\hat{\text{RSS}}_0 - \hat{\text{RSS}}_1$ can be expanded as

$$\hat{\text{RSS}}_0 - \hat{\text{RSS}}_1 = \sum_{t=1}^{k} \sum_{i=1}^{n} \{(y_i - \hat{\beta}_t^T \tilde{X}_i - \hat{c} x_{ip})^2 - (y_i - \hat{\beta}_0^T \tilde{X}_i - \hat{c} x_{ip})^2\} \mathbf{1}_{ti}$$

$$= \sum_{t=1}^{k} \sum_{i=1}^{n} \{(y_i - \hat{\beta}_t^T \tilde{X}_i - \hat{c} x_{ip})^2 - (y_i - \hat{\beta}_0^T \tilde{X}_i - \hat{c} x_{ip})^2\} \mathbf{1}_{ti}$$

$$+ \sum_{t=1}^{k} \sum_{i=1}^{n} \{(y_i - \hat{\beta}_0^T \tilde{X}_i - \hat{c} x_{ip})^2 - (y_i - \hat{\beta}_t^T \tilde{X}_i - \hat{c} x_{ip})^2\} \mathbf{1}_{ti}$$

$$= \text{DRSS}_1 + \text{DRSS}_2$$

where $\hat{\beta}_0$ is the estimator for $(a_1(\bar{U}_t), \ldots, a_{p-1}(\bar{U}_t))$ if the constant coefficient $c$ is known.

$$\text{DRSS}_1 = \sum_{t=1}^{k} \sum_{i=1}^{n} \{(\tilde{X}_i^T (\hat{\beta}_0 - \hat{\beta}_t) + x_{ip}(c - \hat{c}))\{2y_i - \hat{\beta}_t^T \tilde{X}_i - \hat{\beta}_0^T \tilde{X}_i - \hat{c} x_{ip} - c x_{ip}\} \mathbf{1}_{ti}$$

$$= \sum_{t=1}^{k} \sum_{i=1}^{n} \{(\tilde{X}_i^T (\hat{\beta}_0 - \hat{\beta}_t) + x_{ip}(c - \hat{c}))\} \times \{2\hat{a}^T(U_i)\tilde{X} + c x_{ip} - \hat{\beta}_t^T \tilde{X}_i - \hat{\beta}_0^T \tilde{X}_i - \hat{c} x_{ip}\} \mathbf{1}_{ti}$$

$$= \sum_{t=1}^{k} \sum_{i=1}^{n} \{(\tilde{X}_i^T (\hat{\beta}_0 - \hat{\beta}_t) + x_{ip}(c - \hat{c}))\} \times \{(\tilde{X}_i^T (\tilde{a}(U_i) - \hat{\beta}_t) + \tilde{X}_i^T (\tilde{a}(U_i) - \hat{\beta}_0) + x_{ip}(c - \hat{c})) \mathbf{1}_{ti}$$

Similarly, we have

$$\text{DRSS}_2 = \sum_{t=1}^{k} \sum_{i=1}^{n} \{(\tilde{X}_i^T (\hat{\beta}_0 - \hat{\beta}_t) + x_{ip}(\hat{\gamma}_t - c))\} \times \{(\tilde{X}_i^T (\tilde{a}(U_i) - \hat{\beta}_t) + \tilde{X}_i^T (\tilde{a}(U_i) - \hat{\beta}_0) + x_{ip}(c - \hat{\gamma}_t)) \mathbf{1}_{ti}$$

Since

$$\hat{\beta}_t = \{\sum_{i \in S_t} \tilde{X}_i \tilde{X}_i^T\}^{-1} \{\sum_{i \in S_t} \tilde{X}_i y_i - \hat{c} \sum_{i \in S_t} \tilde{X}_i x_{ip}\}$$

$$= \{\sum_{i \in S_t} \tilde{X}_i \tilde{X}_i^T\}^{-1} \{\sum_{i \in S_t} \tilde{X}_i \tilde{a}(U_i) + (c - \hat{c}) \sum_{i \in S_t} \tilde{X}_i x_{ip} + \sum_{i \in S_t} \tilde{X}_i \epsilon_i\}$$

$$= \{\sum_{i \in S_t} \tilde{X}_i \tilde{X}_i^T\}^{-1} \times \{\sum_{i \in S_t} \tilde{X}_i \tilde{a}(U_i) + \tilde{X}_i \tilde{a}(U_{\hat{t}}) + (c - \hat{c}) \sum_{i \in S_t} \tilde{X}_i x_{ip} + \sum_{i \in S_t} \tilde{X}_i \epsilon_i\}$$
Remind of the notations

\[ A_t = \sum_{i \in S_t} \tilde{X}_i \tilde{X}_i^T \quad B_t = \sum_{i \in S_t} x_{i_p}^2 \quad C_t = \sum_{i \in S_t} \tilde{X}_i x_{i_p} \]

\[ D_{t1} = \sum_{i \in S_t} \tilde{X}_i \epsilon_i \quad D_{t2} = \sum_{i \in S_t} x_{i_p} \epsilon_i \]

\[ M_t = B_t - C_t^T A_t^{-1} C_t \quad m_{ti} = C_t^T A_t^{-1} \tilde{X}_i - x_{i_p} \]

Then together with the Lemma 4.1, the estimator \( \hat{\beta}_t \) can be written as

\[ \hat{\beta}_t = \tilde{a}(\tilde{U}_t) + A_t^{-1} D_{t1} + A_t^{-1} C_t (c - \hat{c}) + O_p\left(\frac{\log n}{n}\right). \]

Likewise, we have

\[ \tilde{\beta}_t = \tilde{a}(\tilde{U}_t) + A_t^{-1} D_{t1} + A_t^{-1} C_t (c - \tilde{c}_t) + O_p\left(\frac{\log n}{n}\right) \]

\[ \hat{\beta}_t^0 = \tilde{a}(\tilde{U}_t) + A_t^{-1} D_{t1} + O_p\left(\frac{\log n}{n}\right) \]

In addition, from Lemma 4.1 we obtain

\[ \tilde{\gamma}_t = c + e_{p,p}^T \left\{ \sum_{i \in S_t} X_i X_i^T \right\}^{-1} \left\{ \sum_{i \in S_t} X_i \epsilon_i \right\} + O_p\left(\frac{\log n}{n}\right) \]

\[ = c + e_{p,p}^T \begin{bmatrix} A_t & C_t \\ C_t^T & B_t \end{bmatrix}^{-1} \begin{bmatrix} D_{t1} \\ D_{t2} \end{bmatrix} + O_p\left(\frac{\log n}{n}\right) \]

\[ = c + (B_t - C_t^T A_t^{-1} C_t)^{-1} \begin{bmatrix} -C_t^T A_t^{-1} & 1 \end{bmatrix} \begin{bmatrix} D_{t1} \\ D_{t2} \end{bmatrix} + O_p\left(\frac{\log n}{n}\right) \]

\[ = c - M_t^{-1} \sum_{i \in S_t} m_{ti} \epsilon_i + O_p\left(\frac{\log n}{n}\right) \]
Therefore,

\[ \text{DRSS}_1 = \sum_{t=1}^{k} \sum_{i=1}^{n} m_{ti}(\hat{c} - c) \times \{ m_{ti}(\hat{c} - c) - 2\tilde{X}_t^T A_t^{-1} D_{t1} + 2\epsilon_i \}(1 + o_p(1))1_{ti} \]

\[ = (\hat{c} - c)^2 \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti}^2 - 2(\hat{c} - c) \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti} \tilde{X}_t^T A_t^{-1} D_{t1} \]

\[ + 2(\hat{c} - c) \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti} \epsilon_i + o_p(1) \]

\[ = (\hat{c} - c)^2 \sum_{t=1}^{k} M_t - 2(\hat{c} - c) \sum_{t=1}^{k} \sum_{i \in S_t} (C_t^T A_t^{-1} \tilde{X}_t - x_{i_{tp}}) \tilde{X}_t^T A_t^{-1} D_{t1} \]

\[ + 2(\hat{c} - c) \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti} \epsilon_i + o_p(1) \]

\[ = (\hat{c} - c)^2 \sum_{t=1}^{k} M_t - 2(\hat{c} - c) \sum_{t=1}^{k} (C_t^T - C_t^T) A_t^{-1} D_{t1} \]

\[ + 2(\hat{c} - c) \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti} \epsilon_i + o_p(1) \]

\[ = (\hat{c} - c)^2 \sum_{t=1}^{k} M_t + 2(\hat{c} - c) \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti} \epsilon_i + o_p(1) \]

Since \( \hat{c} - c = O_p(\frac{1}{\sqrt{n}}) \), \( \sum_{t=1}^{k} M_t = O_p(n) \) and by Law of Large Numbers,

\[ \frac{1}{n} \sum_{t=1}^{k} \sum_{i \in S_t} m_{ti} \epsilon_i = O_p(\frac{1}{\sqrt{n}}), \]

thus \( \text{DRSS}_1 = O_p(1) \).
Next we consider $\text{DRSS}_2$

\[
\text{DRSS}_2 = \sum_{t=1}^{k} \sum_{i=1}^{n} -m_{ti}(\tilde{\gamma}_t - c) \times \{m_{ti}(\tilde{\gamma}_t - c) - 2\tilde{X}_i A_t^{-1} D_{ti} + 2\epsilon_i\} (1 + o_p(1)) 1_{ti}
\]

\[
= -\sum_{t=1}^{k} \sum_{i \in S_t} (\tilde{\gamma}_t - c)^2 m_{ti}^2 + 2 \sum_{t=1}^{k} (\tilde{\gamma}_t - c) \sum_{i \in S_t} m_{ti} \tilde{X}_i A_t^{-1} D_{ti}
\]

\[
- 2 \sum_{t=1}^{k} \sum_{i \in S_t} (\tilde{\gamma}_t - c) m_{ti} \epsilon_i + o_p(1)
\]

\[
= -\sum_{t=1}^{k} M_t (\tilde{\gamma}_t - c)^2 - 2 \sum_{t=1}^{k} \sum_{i \in S_t} (\tilde{\gamma}_t - c) m_{ti} \epsilon_i + o_p(1)
\]

\[
= -\sum_{t=1}^{k} M_t^{-1} \sum_{i \in S_t} \sum_{j \in S_t} m_{ti} m_{tj} \epsilon_i \epsilon_j + 2 \sum_{t=1}^{k} M_t^{-1} \sum_{i \in S_t} \sum_{j \in S_t} m_{ti} m_{tj} \epsilon_i \epsilon_j + o_p(1)
\]

\[
= \sum_{t=1}^{k} M_t^{-1} \sum_{i \in S_t} m_{ti}^2 \epsilon_i^2 + \sum_{t=1}^{k} M_t^{-1} \sum_{i \in S_t} \sum_{j \neq i} m_{ti} m_{tj} \epsilon_i \epsilon_j + o_p(1)
\]

\[
\equiv P_1 + P_2 + o_p(1)
\]

Now we will show that

\[
P_1 - k\sigma^2 \rightarrow N(0, v_1), \quad P_2 \rightarrow N(0, v_2),
\]

where $v_1 = (\mu_4 - \sigma^4) \sum_{t=1}^{k} M_t^{-2} \sum_{i \in S_t} m_{ti}^4$, $v_2 = 2k\sigma^4 - 2\sigma^4 \sum_{t=1}^{k} M_t^{-2} \sum_{i \in S_t} m_{ti}^4$.

Since

\[
P_1 - k\sigma^2 = \sum_{t=1}^{k} M_t^{-1} \sum_{i \in S_t} m_{ti}^2 \epsilon_i^2 - k\sigma^2 = \sum_{t=1}^{k} M_t^{-1} \sum_{i \in S_t} m_{ti}^2 (\epsilon_i^2 - \sigma^2),
\]

let $Z_t = M_t^{-1} \sum_{i \in S_t} m_{ti}^2 (\epsilon_i^2 - \sigma^2)$, then $Z_t$ is independent random variable and

\[
E[Z_t] = 0, \quad \text{Var}[Z_t] = (\mu_4 - \sigma^4) M_t^{-2} \sum_{i \in S_t} m_{ti}^4
\]

Because $\frac{1}{2} \leq M_t^{-2} \sum_{i \in S_t} m_{ti}^4 \leq 1$ for any $t$, and $v_1 = \sum_{t=1}^{k} \text{Var}[Z_t] = O(k)$, it is easy to prove that the Lindeberg’s condition is satisfied for $Z_t$. Therefore, by central limit theorem, $\frac{\sum_{t=1}^{k} Z_t}{v_1} \rightarrow N(0, 1)$, i.e.,

\[
P_1 - k\sigma^2 \rightarrow N(0, v_1)
\]

109
with \( v_1 = (\mu_4 - \sigma^4) \sum_{t=1}^k M_t^{-2} \sum_{i \in S_t} m_{ti}^4 \).

The proof of the normality of \( P_2 \) is an application of Proposition 3.2 in Peter de Jong (1987). Denote

\[
\Pi_{ij} = \sum_{t=1}^k 1_{ti}1_{tj}, \text{i.e., } \Pi_{ij} = \begin{cases} 1 & \text{if } i \text{ and } j \text{ are in the same group} \\ 0 & \text{otherwise} \end{cases}
\]

Define \( W_{ij} = 2M_t^{-1}m_{ti}m_{tj} \Pi_{ij} \epsilon_i \epsilon_j \), then \( P_2 = \sum_{i<j} W_{ij} \). Then by the Proposition 3.2 in Peter de Jong (1987), we need to check the following conditions

1. \( \mathbb{E}[W_{ij} | \epsilon_i] = 0 \) a.s. for all \( i, j \leq n \).

2. \( \text{Var}[P_2] \to v_2 \).

3. \( G_I, G_{II}, G_{IV} \) is of smaller order than \( v_2^2 \).

where

\[
G_I = \sum_{i<j} \mathbb{E}[W_{ij}^4]
\]

\[
G_{II} = \sum_{i<j<m} \mathbb{E}[W_{ij}^2W_{im}^2 + W_{ij}^2W_{jm}^2 + W_{mi}^2W_{mj}^2]
\]

\[
G_{IV} = \sum_{i<j<m<l} \mathbb{E}[W_{ij}W_{im}W_{ij}W_{lm} + W_{ij}W_{il}W_{mj}W_{ml} + W_{im}W_{il}W_{jm}W_{jl}]
\]

Condition 1 is obvious by the definition. To prove condition 2, note that \( \mathbb{E}[P_2] = 0 \), then

\[
\text{Var}[P_2] = \mathbb{E}[P_2^2]
\]

\[
= \mathbb{E}[(\sum_{t=1}^k M_t^{-1} \sum_{i \in S_t} \sum_{j \in S_t, j \neq i} m_{ti}m_{tj} \epsilon_i \epsilon_j)^2]
\]

\[
= \sum_{t=1}^k M_t^{-1} \mathbb{E}[(\sum_{i \in S_t} \sum_{j \in S_t, j \neq i} m_{ti}m_{tj} \epsilon_i \epsilon_j)^2]
\]

\[
= 2\sigma^4 \sum_{t=1}^k M_t^{-1} \sum_{i \in S_t} m_{ti}^2 \sum_{j \in S_t, j \neq i} m_{tj}^2
\]

\[
= 2\sigma^4 \sum_{t=1}^k M_t^{-2}(\sum_{i \in S_t} m_{ti}^2)^2 - 2\sigma^4 \sum_{t=1}^k M_t^{-2} \sum_{i \in S_t} m_{ti}^4
\]

\[
= 2k\sigma^4 - 2\sigma^4 \sum_{t=1}^k M_t^{-2} \sum_{i \in S_t} m_{ti}^4.
\]
So condition 2 is satisfied and we obtain $v_2^2 = O(k^2)$. For condition 3,

$$G_I = \sum_{i<j} E[W_{ij}^4]$$

$$= \sum_{i<j} E[(2M_t^{-1}m_{ti}m_{tj}\Pi_{ij}\epsilon_i\epsilon_j)^4]$$

$$= 8\mu_4^2 \sum_{t=1}^k M_t^{-4} \sum_{i\in S_t} m_{ti}^4 \sum_{j\in S_t, j \neq i} m_{tj}^4$$

$$= O(k)$$

Similarly, we can prove that $G_{II} = O(k), G_{IV} = O(k)$.

Therefore, combining the asymptotic results of $P_1$ and $P_2$, we have

$$\text{DRSS}_2 - k\sigma^2 \rightarrow N(0, v_3)$$

where $v_3 = v_1 + v_2 + 2\text{Cov}(P_1, P_2)$. It is easy to prove that $\text{Cov}(P_1, P_2) = 0$. Then

$$v_3 = (\mu_4 - 3\sigma^4) \sum_{t=1}^k E[M_t^{-2}\sum_{i\in S_t} m_{ti}^4] + 2k\sigma^4 = (\mu_4 - 3\sigma^4)\Psi_n + 2k\sigma^4$$

Since $v_3$ is of order $O(k)$, then we have

$$v_3^{-1/2}(\widehat{\text{RSS}_0} - \widehat{\text{RSS}_1} \sim k\sigma^2) \rightarrow N(0, 1)$$

Let $\sigma_3^2 = (\frac{\mu_4}{\sigma^4} - 3)\Psi_n + 2k$, then

$$\frac{2(I - p)}{I} \sigma_3^{-1}(T_3 - \frac{n}{2(I - p)}) \rightarrow N(0, 1)$$
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