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Abstract

With the growing installation of surveillance video cameras in both private and public areas, it is an immediate requirement to develop intelligent video analysis system for the large-scale camera network. As a prerequisite step of person tracking and person retrieval in intelligent video analysis, person re-identification, which targets in matching person images across camera views is an important topic in computer vision community and has been received increasing attention in the recent years. In the supervised learning methods, the person re-identification task is formulated as a classification problem to extract matched person images/videos (positives) from unmatched person images/videos (negatives). Although the state-of-the-art supervised classification models could achieve encouraging re-identification performance, the assumption that label information is available for all the cameras, is impractical in large-scale camera network. That is because collecting the label information of every training subject from every camera in the large-scale network can be extremely time-consuming and expensive. While the unsupervised learning methods are flexible, their performance is typically weaker than the supervised ones. Though sufficient labels of the training subjects are not available from all the camera views, it is still reasonable to collect sufficient labels from a pair of camera views in the camera network or a few labeled data from each camera pair. Along this direction, we address two scenarios of person re-identification in large-scale camera network in this thesis, i.e. unsupervised domain adaptation and semi-supervised learning and proposed three methods to learn discriminative model using all available label information and domain knowledge in person re-identification.
In the unsupervised domain adaptation scenario, we consider data with sufficient labels as the source domain, while data from the camera pair missing label information as the target domain. A novel domain adaptive approach is proposed to estimate the target label information and incorporate the labeled data from source domain with the estimated target label information for discriminative learning. Since the discriminative constraint of Support Vector Machines (SVM) can be relaxed into a necessary condition, which only relies on the mean of positive pairs (positive mean), a suboptimal classification model learning without target positive data can be those using target positive mean. A reliable positive mean estimation is given by using both the labeled data from the source domain and potential positive data selected from the unlabeled data in the target domain. An Adaptive Ranking Support Vector Machines (AdaRSVM) method is also proposed to improve the discriminability of the suboptimal mean based SVM model using source labeled data. Experimental results demonstrate the effectiveness of the proposed method.

Different from the AdaRSVM method that using source labeled data, we can also improve the above mean based method by adapting it onto target unlabeled data. In more general situation, we improve a pre-learned classifier by adapting it onto target unlabeled data, where the pre-learned classifier can be domain adaptive or learned from only source labeled data. Since it is difficult to estimate positives from the imbalanced target unlabeled data, we propose to alternatively estimate positive neighbors which refer to data close to any true target positive. An optimization problem for positive neighbor estimation from unlabeled data is derived and solved by aligning the cross-person score distributions together with optimizing for multiple graphs based label propagation. To utilize the positive neighbors to learn discriminative classification model, a reliable multiple region metric learning method is proposed to learn a target adaptive metric using regularized affine hulls of positive neighbors as positive regions. Experimental results demonstrate the effectiveness of the proposed method.

In the semi-supervised learning scenario, we propose a discriminative feature
learning using all available information from the surveillance videos. To enrich the labeled data from target camera pair, image sequences (videos) of the tagged persons are collected from the surveillance videos by human tracking. To extract the discriminative and adaptable video feature representation, we propose to model the intra-view variations by a video variation dictionary and a video level adaptable feature by multiple sources domain adaptation and an adaptability-discriminability fusion. First, a novel video variation dictionary learning is proposed to model the large intra-view variations and solved as a constrained sparse dictionary learning problem. Second, a frame level adaptable feature is generated by multiple sources domain adaptation using the variation modeling. By mining the discriminative information of the frames from the reconstruction error of the variation dictionary, an adaptability-discriminability (AD) fusion is proposed to generate the video level adaptable feature. Experimental results demonstrate the effectiveness of the proposed method.

In short, the major contributions of this thesis are summarized as follows.

- An Adaptive Ranking Support Vector Machines (AdaRSVM) method is proposed to incorporated estimated target label information with the labeled data from source domain.

- A semi-supervised region metric learning algorithm is proposed to adapt a pre-learned classifier onto target positive regions without target positive samples for training.

- A novel adaptable feature representation learning using video variation dictionary is proposed for semi-supervised video based person re-identification.

**Keywords:** person re-identification, unsupervised domain adaptation, dictionary learning
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Chapter 1

Introduction

This chapter gives an introduction to person re-identification with limited labeled training data. The research background and motivation is introduced in Section 1.1. And a literature view on related person re-identification methods is given in Section 1.2. In Section 1.3, the contributions of this thesis are reported. Finally, the overview of this thesis is listed in Section 1.4.

1.1 Background and Motivation

1.1.1 Background

With the growing installation of surveillance video cameras in both private and public areas, closed-circuit TV has evolved from single-camera to multiple-camera systems, and more recently to large-scale camera networks. Current surveillance applications such as those employed in shopping malls and residential buildings consist of multiple-camera networks of up to hundreds of cameras, and many large cities around the world have installed hundreds of thousands of cameras as part of their surveillance apparatus. Whilst large-scale camera network hardware is generally well-designed and well-installed, the development of intelligent video analysis software lags far behind. So it is an immediate requirement to monitor and analysis the huge number of surveillance videos by intelligent video analysis. As a prerequi-
site step of person tracking and person retrieval in multiple camera network, person re-identification, which target in matching person images across camera views is an important part of the intelligent video analysis. So person re-identification become a important topic in computer vision community and be received increasing attention in the recent years.

The person re-identification task is substantially challenging when variations in illumination condition, background, human pose, occlusion and scale are significant among those views. To address this problem, existing schemes focus on developing robust feature presentation (e.g. [15] [17] [24]) and discriminative learning models (e.g. [32] [44] [71]). As a person retrieval task, some of the existing person re-identification methods (e.g. [63]) suggest to employ the same feature description and classification model for all camera views. For this purpose, view-invariant feature representation learning method [63] are proposed and trained on labeled data from part of the camera views. However, such features may not be completely invariant to appearance changes across camera views under uncontrolled environment when the labeled data from those views are not available in training stage.

To address the cross-view variation issue, the rest methods (e.g. [44] [71] [72]) learning view-specific feature presentation and/or classification model for each camera pair. In the scheme of unsupervised learning, representative feature representation [24] [40] [43] [62] [69] and discriminative classification model [41] [72] have been reported. However, without labeled data from target camera views, existing unsupervised models are unable to learn the discriminative components from a person under severe appearance changes across views. So the performance of unsupervised models are typically weaker than that of supervised ones. For more discriminative classification model, supervised distance metric learning methods [48] [71] [20] [46] [58] [45] [4] [23] [31] [32] [68] [36] [66] [10] [30] [6] and supervised deep learning methods [29] [3] [53] [44] [8] [51] [54] [59] [73] [7] [70] [57] [25] [67] have been reported.
1.1.2 Motivation of This Project

While the supervised learning methods could achieve encouraging re-identification performance, the assumption that label information is available for all the cameras, could only be practically feasible in a small-scale camera network. Contrarily, in large-scale camera network, collecting the label information of every training subject from every camera can be extremely time-consuming and expensive. Since hundreds of labeled image pairs are typically needed from each camera pair for supervised learning (e.g. [71] [44]), the labeling cost would be prohibitively high in large-scale camera network with hundreds of cameras. Therefore, sufficient labels of the training subjects may not be able to be collected from certain cameras. This renders the supervised learning approach inapplicable, since the person labels are not available. These setbacks pose the need for new methods to handle the afore-described person re-identification issue in the large-scale camera network setting.

Though sufficient labels of the training subjects are not available from all the camera views, it is still reasonable to collect sufficient labels from a pair of camera views in the camera network. Motivated by domain adaptation approach [18], we consider data with sufficient labels as the source domain, while data from target camera pair missing label information as the target domain. Since the person re-identification task in the two camera pairs are positive correlated, the label information in the source domain can be adapted to the target domain by domain adaptation [18]. The existing domain adaptation methods mainly target at a projection such that the source and the target joint distributions are the same after projection. However, it is almost impossible to verify whether the source and the target conditional distributions are the same. As a result, there is no way to guarantee that the distance model learned from the projected data in the source domain is equivalent to the target one. Thus, a new domain adaptive method is needed to estimate the target label information and incorporate the labeled data from source domain with the estimated target label information for discriminative learning. It has been shown that the discriminative constraint of Support Vector Machines (SVM) can
be relaxed into a necessary condition, which only relies on the mean of positive pairs and the negative data. Along this direction, this thesis proposes a reliable target positive mean estimation method and an adaptive ranking support vector machines on the source labeled data, the target negative data and the estimated target positive mean, where the target negative data can be generated easily.

Since the target positive mean cannot represent the whole positive conditional distribution, the above mean based method is not optimal when the variance of positive conditional distribution is large. In this context, a better solution should be estimating additional target positive information besides target positive mean. Due to the imbalanced data problem, it is difficult to accurately estimate positives from the target unlabeled data. Motivated by the region-to-point metric learning method [74], discriminative classification model can be learned using positive regions and negative data. Along this direction, this thesis also proposes to estimate target positive regions by a pre-learned classifier and develop a semi-supervised region metric learning algorithm to learn discriminative target classification model using the estimated positive regions. Here, the pre-learned classifier can be classification model learned from source labeled data or domain adaptive model learned from source labeled data and target unlabeled data.

Besides collecting sufficient labels from a pair of camera views, it is also feasible to collect a few labeled data from each camera pair. To enrich the labeled data from target camera pair, image sequences (videos) of the tagged persons are collected from the surveillance videos by human tracking as shown in [1]. The existing video based person re-identification methods learning intra-view invariant feature presentations are not optimal for matching the person videos with large inter-view variations. To extract the discriminative and adaptable components from all the frames, this thesis proposes a video variation dictionary learning to model the intra-view variations and a video level adaptable feature learning method using multiple sources domain adaptation and an adaptability-discriminability fusion.
1.2 Review of Related Person Re-identification Methods

This section gives an overview of some related works in person re-identification in four settings: supervised learning, unsupervised learning, semi-supervised learning and domain adaptation.

1.2.1 Supervised Learning Methods

**Distance Metric Learning** Given the hand-crafted or deep features of captured person images/videos, the general idea of distance metric learning methods is to pull feature vectors w.r.t the same person but different views closer while pushing those w.r.t different persons further apart by a distance function. The learned distance can be weighted $l_1$ norm for Support Vector Machine (SVM) based methods \[48\] \[71\] \[20\] or weighted $l_1$ norm for metric learning based ones \[46\] \[58\] \[45\] \[4\] \[23\] \[31\] \[32\] \[68\] \[36\] \[66\] \[10\] \[30\] \[6\]. In \[48\], person re-identification was formulated as a ranking problem and the Rank Support Vector Machine (RankSVM) model is learned by assigning higher confidence to the matched image pairs and vice versa. Similar to RankSVM, Zheng et al. \[71\] proposed a Relative Distance Comparison (RDC) method using a second-order distance learning model. This method is able to exploit higher-order correlations among different features, compared with RankSVM. In order to solve the computational complexity issues in RankSVM and RDC, a Relaxed Pairwise Metric Learning (RPML) method \[20\] was proposed by relaxing the original hard constraints, which leads to a simpler problem that can be solved more efficiently. For higher reliability on small training dataset, Pedagadi et al. \[46\] suggested a dimension reduction using Principle Component Analysis (PCA) before local Fisher discriminative analysis. In \[58\], kernel local Fisher discriminant \[46\] was fused with another metric from regularized pairwise constrained component analysis \[45\] by ranking ensemble voting. Besides the subspace, the person re-identification can also perform on a supervised manifold \[4\]. Formulating the person image match-
ing problem as a likelihood ratio test, Keep It Simple and Straightforward MEtric (KISSME) \cite{23} model was learned under Gaussian distribution assumption using the principle components. In \cite{31}, a discriminative low-dimensional subspace was adopted to replace the principle components for KISSME model learning. In \cite{32}, Liao et al. suggested the positive semidefinite constraint of weight matrix and give a fast solution using accelerated proximal gradient approach. Since the linear model on pre-defined kernel space may not be discriminative enough, structural SVM \cite{68,36} and sample-specific SVM \cite{66} are proposed as adaptive non-linear solutions. A pose-aware matching \cite{10} was also proposed to learn multiple matching models for four different human poses. Beside the above global matching methods, local matching model was also adopted. In \cite{30}, the global distance metric is coupled with a locally adaptive thresholding rule. Chen et al. \cite{6} proposed an explicit polynomial kernel feature map for patch-based matching between two person images.

**Deep Learning** The deep learning based person re-identification models can be divided into two categories, i.e. matching models and classification models. The former ones learn the similarity between person images/videos by siamese neural network \cite{29,3,63,51,54,59,73,7}, while the latter ones target on predicting person IDs \cite{70,57,25,67}. In the scheme of siamese network, a body-partitioning-based patch matching layer was introduced for robustness against positional differences in corresponding features across images in \cite{29}. While in \cite{3}, a neighborhood differences layer was proposed alternatively. Different from the two passive matching layers, Varior et al. \cite{53} suggested to actively select features relevant to the paired image by a gating function in the mid-level layer. Mean-pooling and max-pooling were also employed to extract invariant Recurrent Neural Networks (RNN) feature over the image sequence \cite{44}. Formulating person re-identification as a ranking problem, a triplet loss function was learned to guarantee the rank order, i.e. the distances to relevant samples are larger than those to irrelevant ones in the learned feature space for each sample in \cite{8}. While in \cite{51}, a semi-supervised attribute learning algorithm was incorporated into a triplet loss based deep model.
In [54], Long Short-Term Memory (LSTM) modules were adopted to memorize the spatial dependencies and extract relevant contextual information. The LSTM based model was then extended to video based person re-id problem in [59]. A spatial recurrent model and a temporal attention model were incorporated into an end-to-end deep architecture in [73]. A quadruplet loss function [7] was proposed for a larger inter-class variation and a smaller intra-class variation. A classification model was proposed in [70]. While a domain guided dropout algorithm [57] was proposed to deal with the multi-task learning problem. A multi-scale context-aware network [25] was proposed to enhance the visual context information over full body and body parts. The human body structure information [67] were employed to align body region features across images.

1.2.2 Unsupervised Learning Methods

One of the key issues in unsupervised person re-identification is to learn representative feature representation [40] [24] [43] [62] [69] from the unlabeled data. [40] proposed a set of local descriptors using Fisher vectors. [24] proposed an illumination-invariant feature representation based on log-chromaticity color space and two-part human structure model. A local descriptor via hierarchical Gaussian distribution [43] is proposed to extract the local appearance structure from person images. Discriminative feature descriptors [69]; [62] are also learned using the unlabeled data. In consideration of valuable salient information, [69] proposed an unsupervised salience learning method, in which greater weights are assigned to image parts with salient patterns (colors and textures). The salience feature is good at distinguishing persons with small cross-camera variations, but it may be sensitive to local color changes. For robust color feature representation, [62] made use of semantic analysis and proposed a local color descriptor based on pre-defined salient color name. A robust $l_1$-norm graph regularized dictionary learning [22] is proposed to estimate view-invariant and discriminative feature representation. Inspired by the unsupervised cross-dataset transfer learning, a multi-task dictionary learning method is proposed.
to learn a dataset-shared and target-data-biased feature representation [47].

The another key issue in unsupervised person re-identification is to design discriminative classification model [41] [72]. A time shift dynamic time warping model [41] was derived for person video matching with automatic alignment. A k-reciprocal encoding method [72] was proposed to represent the probe by the k-reciprocal nearest neighbors and re-rank the re-ID results.

1.2.3 Semi-supervised Learning Methods

In semi-supervised person re-identification, the existing methods target on reliable feature representation or tagging unlabeled samples for discriminative classification model learning. [35] proposed a coupled dictionary learning to model the appearance changes across camera views. The basic idea is to learn a representative dictionary for person images captured in the view of each camera using unlabeled data, and to make the matched images share the same sparse representation. To address the problem with low resolution probe images and high resolution gallery images, [21] employed a super-resolution person re-identification method with low-rank dictionary learning. [16] proposed to fuse multiple features for reliable feature representation. Different from the dictionary learning methods, a discriminative subspace [65] was learned by null Foley-Sammon transfer.

To improve performance of pre-learned matching model without any positive samples, [33] proposed a post-rank optimization method to refine the matching result using one-click negative samples and synthetic positive samples. These methods developed semi-supervised learning methods for person re-identification, but they do not solve the imbalanced unlabeled data problem. Considering the imbalanced data problem, [38] proposed an empirical method to select potential positives iteratively and to learn a regression based ranking model using the estimated potential positives and the negatives. But the estimation error of potential positives may be large and thence the influence of mislabeled data may degrade the re-identification performance.
1.3 Contributions of This Thesis

This thesis addresses two scenarios of person re-identification in large-scale camera 
network. The major contributions of the thesis are summarized as follows:

1. A discriminative learning method is proposed to incorporated estimated target 
label information with the labeled data from source domain. Since the dis-
criminative constraint can be relaxed into a necessary condition, which only 
relies on the mean of positive pairs (positive mean), a suboptimal classification 
model learning without target positive data can be those using positive 
mean. A reliable positive mean estimation is given by using both the labeled 
data from the source domain and potential positive data selected from the 
unlabeled data in the target domain. An Adaptive Ranking Support Vec-
tor Machines (AdaRSVM) method is also proposed to rank the individuals 
for person re-identification. Inspired by adaptive learning methods [60] [14], 
RankSVM [48] is employed to learn a distance model by the labeled data from 
the source domain. After that, the estimated target positive mean and target 
negative data are used to learn the discriminative model for target domain by 
adaptively refining the distance model learned in the source domain. These 
works have been published in [39] [37].

2. A semi-supervised region metric learning algorithm is proposed to estimate tar-
get positive region without target positive data and then learn target adaptive 
classification model using the estimated positive regions. For positive infor-
mation estimation from imbalanced unlabeled data, a new concept of positive 
neighbors is introduced, which refer to data close to any true positive. An 
optimization problem for positive neighbor estimation is derived and solved 
by aligning the cross-person score distributions together with optimizing for 
multiple graphs based label propagation. The positive regions are then gener-
ated by the regularized affine hull of positive neighbors, which close to those of 
positive data. A reliable multiple region metric learning method is proposed to
learn a target adaptive metric using estimated positive regions. These works have been published in [27].

3. A novel method to extract adaptable feature representation via video variation dictionary learning is proposed for semi-supervised video based person re-identification. First, a novel video variation dictionary learning is proposed to model the large intra-view variations and solved as a constrained sparse dictionary learning problem. Second, frame level adaptable features are generated by multiple sources domain adaptation using the variation modeling. By mining the discriminative information of the frames from the reconstruction error of the variation dictionary, an adaptability-discriminability (AD) fusion is proposed to generate the video level adaptable feature. These works have been published in [26].

1.4 Overview of This Thesis

The rest of this thesis is organized as follow: Chapter 2 presents the proposed adaptive ranking support vector machines learning for person re-identification without target positive data. We show that the discriminative constraint can be relaxed into a necessary condition, which only relies on the mean of positive pairs (positive mean). A classification model learning without target positive data is proposed using positive mean. Then, a reliable positive mean estimation is given by using both the labeled data from the source domain and potential positive data selected from the unlabeled data in the target domain. An Adaptive Ranking Support Vector Machines (AdaRSVM) method is proposed to learn a discriminative distance model by the labeled data from the source domain. Experiment results show that the AdaRSVM method achieves convincing recognition performance for person re-identification. The proposed AdaRSVM not only outperforms non-learning based methods but also is better than the comparing discriminative learning methods using labeled data from the source domain for training.
Chapter 3 presents the proposed semi-supervised region metric learning method to estimate target positive neighbors besides target positive mean for discriminative classification model learning. A cross person score distribution alignment and a multiple graph based label propagation are jointly optimized for positive neighbor estimation. The positive regions are then generated using the positive neighbors. Finally, a region-to-point metric learning method is presented to learn discriminative metric by maximizing the weighted distance between negatives and positive regions. Experiment results show that the region metric learning method improves the per-learned classifier remarkably and achieves convincing recognition performance for person re-identification. It is shown that the proposed region metric learning method not only outperforms comparing semi-supervised methods and classification algorithms robust against label noises, but also is better than the comparing discriminative person re-identification methods.

Chapter 4 presents the proposed adaptable feature representation learning for video based person re-identification. A video variation dictionary learning algorithm is first proposed to model the large intra-view variations. Second, a frame level adaptable feature is generated by multiple sources domain adaptation using the variation modeling. By mining the discriminative information of the frames from reconstruction error of the variation dictionary, an adaptability-discriminability (AD) fusion is proposed to generate the video level adaptable feature. Experimental results on two public video based person re-identification datasets show that classification on the proposed video level adaptable feature achieves better recognition performance for person re-identification than state-of-the-art methods.

Chapter 5 concludes the thesis and discusses some future directions.
Chapter 2

Domain Transfer Support Vector Ranking for Person Re-Identification without Target Camera Label Information
Chapter 3

Semi-Supervised Region Metric Learning without Positive Data for Person Re-identification
Chapter 4

Semi-supervised Adaptable Feature Learning For Video Based Person Re-identification

4.1 Introduction

Since the unlabeled person images can be easily collected by detecting human from surveillance videos, the setting of semi-supervised learning is more practical than that of the supervised methods in real world large-scale camera network.

In the scheme of semi-supervised learning, the unlabeled data are usually used to propagate labeled information from the neighborhood of labeled data to the whole space. Specifically, in semi-supervised person re-identification, the labeled data are used to exploit view-invariant information, while the unlabeled data are used to deal with the intra-view variations. As a result, couple dictionary learning is adapted to learn projective space robust against cross-view variation, while the intra-view variations are modeled simultaneously by joint learning the view-specific local coordinate coding dictionaries \[35\]. For a discriminative subspace instead of dictionary based representation, a kernelized null space learning is proposed to minimize both the intra- and inter-view variations \[65\].
Now, video based person re-identification has received more attention since the image sequence (video) is more informative than the single image and can be easily collected from surveillance video. A pioneer work on semi-supervised video based person re-identification is proposed by Zhu et al. [76], in which the cross-frame variations are minimized for each sequence in the scheme of semi-couple dictionary learning.

However, estimating intra-view invariant dictionary representation/subspace in the above methods is not the optimal way to deal with the intra-view variation. Since the discriminative component can change across frames, the estimated intra-view invariant representation loses discriminative information in the cases of large intra-view variations as shown in Fig. 4.1. Instead of estimating the intra-view invariant representation, in the chapter we propose to model the intra-view variation and extract the discriminative and adaptable feature using the intra-view variation modeling. Here, the adaptable feature means that the person’s appearance in the testing images are mainly affected by the factors similar to the training images, e.g. training and testing images captured under similar illumination or view angle. So the matching model learned on the training images can be employed on the testing one naturally using adaptable features even though both the training and the testing features are not invariant.

To model the intra-view variations, we propose a novel Video Variation Dictio-
nary Learning (V²DL) which incorporates the sparse variation dictionary learning [61] and the temporal consistency and motion information in surveillance videos. A video level adaptable feature are estimated by multiple sources domain adaptation and an adaptability-discriminability fusion.

In summary, this chapter proposes a novel method to extract adaptable feature representation for semi-supervised video based person re-identification via video variation dictionary learning. The contributions of this work are two-folds.

- A novel video variation dictionary learning is proposed to model the large intra-view variations and solved as a constrained sparse dictionary learning problem.
- A frame level adaptable feature is generated by multiple sources domain adaptation using the variation modeling. By mining the discriminative information of the frames from the reconstruction error of the variation dictionary, an adaptability-discriminability (AD) fusion is proposed to generate the video level adaptable feature.

### 4.2 Related Works

#### 4.2.1 Video based Person Re-identification

For additional spatial-temporal information from the video, gait features are extracted as a biometric to measure people’s walking style for re-identification [49]. A Swiss-system based cascade ranking model [56] is proposed to improve the robustness of gait based matching against changes of clothes and view angles. But it is still difficult to obtain discriminative gait features under the cluttered background in re-identification due to the inaccurate silhouette extraction.

The other kind of approaches turn to invariant features by taking advantage of the temporal consistence information. The reliable features across frames are extracted to represent a video, i.e. the salient texture feature [17], the stable color region [15] [9], the recurrent structured region [15], and the motion-invariant local body-action features [34]. In addition, two reliable feature descriptors are also com-
puted using frame level features. The means of frame based features are extracted from reliable subsequences [55] to handle the pose variation problem. Mean-pooling and max-pooling are also employed to extract invariant Recurrent Neural Networks (RNN) feature over the image sequence [44]. But the invariant feature cannot exist and the mean/max based descriptor cannot represent the whole feature set when the large intra-view variations occur.

When the intra-view variation is large, one of the approach is to deal with the problem under different variations separately. A pose-aware matching [10] is proposed to learn four matching models for different human poses. In addition, A frame selection algorithm [10] is also used to select reliable frames according to consistency of human motion and occlusion rate. Such method can perform well in problem without cluttered background and crowded environment. But in challenging cases with multiple large intra-view variations, the multiple imperfect variation modelings can result in large accumulative error.

Ignore the temporal structure of frames in videos, the video based re-identification can be considered as traditional matching problem. When a video level feature is obtained, a so-called "top-push" learning algorithm [64] is proposed to ensure a large margin between the videos of different persons in the metric space. To extend the video level large margin constraint to frame level, a Simultaneous Intra-video and Inter-video Distance Learning (SI²DL) is proposed to further make small intra-video variations in the metric space. However, the reliability of the frame is miss without the temporal structure of the videos, so the learnt metric is sensitive to the unreliable frames.

### 4.2.2 Variation Dictionary Learning

Though the intra-view variation modeling for person re-id is relative new, a similar problem, i.e. intra-class variation modeling for face recognition, has been studied for years. Since dictionary learning has been extensively studied in computer vision, it is employed in modeling multiple types of intra-class variations [11] [61] [12]. By
introducing an auxiliary intra-class variation dictionary, the samples are represented by the sum of a target-appearance component and an intra-class variation component \[11\]. Since the intra-class variations of training data may not be the same to those of gallery data, the sparse variation dictionary is adaptive to the gallery set by learning a variation-model projection \[61\]. To deal with the pose variation problem, a patch-based transformation dictionary is learned to connect corresponding patches across poses under the multitask learning scheme \[12\].

The existing variation dictionary based methods mainly use the variation modeling as an auxiliary tool for target-appearance dictionary learning. So the performance of those methods are restricted by the representation ability of dictionary learning.

### 4.3 Adaptable Feature Learning Under Large Intraview Variations

This section gives a detailed description of the proposed methods. Suppose we have a collection of person image sequences \(\{I_{a_{i,j}}\}\) and \(\{I_{b_{i,j}}\}\), where \(I_{a_{i,j}}\) (\(I_{b_{i,j}}\)) refer to \(j\)th frame of person \(i\) captured by camera \(a\) (\(b\)). \(x_{cID}^{i,j}\) is \(N_{a}\)-dimension feature vector extracted from image \(I_{cID}^{i,j}\), \(i = 1, 2, ..., N_{cID}\), \(c_{ID} = \{a, b\}\). For simplification, camera ID \(a\) and \(b\) may be skipped when all data are captured by the same camera. Then the feature of image \(\{I_{i,j}\}\) is denoted as \(\{x_{i,j}\}\), where \(i = 1, 2, ..., N\), \(j = 1, 2, ..., N_{i}\).

The testing procedure of proposed method is shown in Fig. 4.2. Based on the learned variation dictionary, the frame level feature is decomposed into the person specific component, variation component and reconstruction error. For each testing sample, the training samples are not equally important in matching model learning. Training samples captured similar variations to the testing one are more important. It motivates us to define variation specific domains and to learn domain specific information. So we propose a frame level adaptable feature using similarities between domains. Subsequently, a final video level adaptable feature is estimated.
4.3.1 Video Variation Dictionary Learning

Following [11], a frame $x_{i,j}$ can be represented by the sum of the target-specific component $x^p_i$, the variation component $x^v_{i,j}$ and small dense noise $z$, i.e.

$$x_{i,j} = x^p_i + x^v_{i,j} + z$$  (4.3.1)

where intra-view variant term $x^v_{i,j}$ represents lighting changes, pose changes, scaler changes or occlusions that cannot be modeled by the small dense noise $z$. When the variation component is represented using a dictionary $D^v$, (4.3.1) can be estimated as follows.

$$x_{i,j} = x^p_i + D^v \omega^v_{i,j} + z$$  (4.3.2)
where $\hat{D}v^* = [\hat{D}v_{1}^*, \hat{D}v_{2}^*, ..., \hat{D}v_{N}^*]$, each column of $Dv^*$ denotes the appearance under one setting of variation factors, non-negative vector $\hat{\omega}_i^v$ denotes the responses of $x_{i,j}$ to the variations w.r.t the dictionary.

To learn the sparse variation dictionary $\hat{D}v^*$, the noise term $z$ is minimized over all frames, i.e.

$$\hat{D}v^* = \arg \min_{\hat{\omega}_i^v, D^v} \sum_{i,j} \frac{1}{2} ||x_{i,j} - \hat{x}_i^p - \hat{D}v^v \hat{\omega}_i^v ||_2^2 + \lambda ||\hat{\omega}_i^v ||_1$$

s.t. $||D_k^v||_2 = 1, \forall k$

$$(\hat{\omega}_i^v)_k \geq 0, \forall k$$

where $(\hat{\omega}_i^v)_k$ is the $k$th element of $\hat{\omega}_i^v$.

Since the person specific component is usually unknown, we also estimate it in (4.3.3), i.e.

$$\hat{D}v^* = \arg \min_{\hat{\omega}_i^v, D^v, \hat{x}_i^p} \sum_{i,j} \frac{1}{2} ||x_{i,j} - \hat{x}_i^p - \hat{D}v^v \hat{\omega}_i^v ||_2^2 + \lambda ||\hat{\omega}_i^v ||_1$$

s.t. $||D_k^v||_2 = 1, \forall k$

$$(\hat{\omega}_i^v)_k \geq 0, \forall k$$

(4.3.4)

For robust variation dictionary against large variations across frames, the inconsistent components in neighboring frames are considered as unadaptable features. Following [55], we introduce the temporal consistency of variation modelings across frames to remove the inconsistent components. The sparse representation $\hat{\omega}_i^v$ are assumed to be invariant in some subsequences $S_{i,m}$, i.e.

$$||\hat{\omega}_{i,j_1}^v - \hat{\omega}_{i,j_2}^v ||_2 < \mu_2,$$

$\forall j_1 \in S_{i,m}, j_2 \in S_{i,m}, m = 1, 2, ..., M_i, \forall i$

(4.3.5)

where $S_{i,m}$ denotes the set of frames in the $m$th view-consistent subsequence. To obtain such subsequences $S_{i,m}$, we divide each sequence by employing an off-line change point detection algorithm [5] which can be solved via expectation-maximization (EM).

Combining constraint (4.3.5), the dictionary learning problem (4.3.4) is converted
to be a constrained sparse dictionary learning problem, i.e.

$$D^{v*} = \min_{\omega_{i,j}^{v},x^{p}_i, D^{v}x^{p}_i} \lambda \sum_{i,j} ||\omega_{i,j}^{v}||_1 + \sum_{i,j} \frac{1}{2} ||x_{i,j} - (x_{i}^{p} + D^{v}\omega_{i,j}^{v})||^2_2$$

$$s.t. \ ||D^{v}_k||_2 = 1, \forall k$$

$$||\omega_{i,j_1}^{v} - \omega_{i,j_2}^{v}||_2 < \mu_2, \forall j_1, j_2 \in S_{i,m}, \forall i$$

$$(\omega_{i,j}^{v})_k \geq 0, \forall k$$

Optimization method to solve (4.3.6) will be shown in Section 4.3.4.

Given the variation modeling in (4.3.6), a straightforward method is to extract an invariant feature representation for the video. The person specific component $\hat{x}^{p}_i$ seems a so-called "variation-free" feature [55] [14]. However, the component $\hat{x}^{ps}_i$ can also be affected by intra-view variations that are unchanged over the whole video, e.g. it is difficult to distinguish a person in red and a person in white but under red lighting over the whole video. Furthermore, the imperfect variation modeling can result in additional error, e.g. overdone color correction can result in unfavorable color feature. So the person specific component $\hat{x}^{ps}_i$ is not a reliable feature of the sequence when the intra-view variation is large. Alternatively, we use an aligned feature $x^{l}_{i,j}$ to represent a frame, which is obtained by sum of the person-specific component $x^{p}_i$ and the view-dependent component represented by the view-dependent variation dictionary $D^{v}$, i.e.

$$x^{l}_{i,j} = D^{v}\omega_{i,j}^{v} + x^{p}_i$$

$$\{\omega_{i,j}^{v}, x^{p}_i \} = \arg \min_{\omega_{i,j}^{v},x^{p}_i} \lambda \sum_{i,j} ||\omega_{i,j}^{v}||_1 + \sum_{i,j} \frac{1}{2} ||x_{i,j} - (x_{i}^{p} + D^{v}\omega_{i,j}^{v})||^2_2$$

$$s.t. \ ||\omega_{i,j_1}^{v} - \omega_{i,j_2}^{v}||_2 < \mu_2, \forall j_1, j_2 \in S_{i,m}, \forall i$$

$$(\omega_{i,j}^{v})_k \geq 0, \forall k$$

In (4.3.7), the components w.r.t. unseen variations are removed from the aligned feature as the reconstruction error, while the error due to unperfected variation modelling is reduced by summing the person-specific component and the view-dependent component.
4.3.2 Estimating Frame-level Adaptable Feature Using Multiple Sources Domain Adaptation

Although the variation modeling $\tilde{\omega}^{*}_{i,j}$ is not used in the frame level feature directly, it can be used as a side information to indicate the variations for the frame. In this section, we employ the variation modeling in a multiple sources domain adaptation scheme and then generate a frame-level adaptable feature representation.

To deal with the large intra-view variation, we define a domain using aligned features under the same variation modeling, i.e. features $x^l_{i1,j1}$ and $x^l_{i2,j2}$ belong to the same domain when $\omega^{*}_{i1,j1} = \omega^{*}_{i2,j2}$. Clearly, it is impossible to learn feature representation or recognition model for all the domain $\Delta_\omega$ one by one. To estimate such a large number of recognition models, we assume that similar domains share similar recognition model following Domain Adaptation Machine (DAM) \cite{13}, i.e.

$$
\lambda_{\omega_1,\omega_2} ||f_{\omega_1} - f_{\omega_2}|<C_f \quad (4.3.8)
$$

where $f_{\omega_i}, i = 1, 2$ denotes the recognition model for domain $\Delta_{\omega_i}$, $\lambda_{\omega_1,\omega_2} = (\omega^T_1 \omega_2)$ denotes the similarity between domains $\Delta_{\omega_1}$ and $\Delta_{\omega_2}$, and $C_f$ is a positive number measuring the cross-domain recognition model dependency.

Let $\{e_k\}$ denotes the $N_D$-dimensional standard basis vector set. According to (4.3.8), $f_{e_{n_1}}$ and $f_{e_{n_2}}$ are uncorrelated while all the recognition models are correlated to the basis models $\{f_{e_n}\}$. So we use the basis domains $\{\Delta_{e_k}\}$ as source domains and represent recognition models for all the other domains using the basis models. A recognition model $f^*_{\omega}$ for domain $\Delta_\omega$ can be estimated by minimizing the average matching model differences in (4.3.8) to the source domains, i.e.

$$
f^*_{\omega} = \arg \min_{f_\omega} \sum_n \omega^T e_n ||f_\omega - f_{e_n}|| \quad (4.3.9)
$$

When $\{f_\omega\}$ are linear model and $||f - f_{e_n}|| = ||f - f_{e_n}||^2$, we obtain $f_\omega = \sum_n \omega^T e_n f_{e_n} / ||\omega||_1$ by solving (4.3.9). So the domain specific recognition score $s^i_{l_{i,j}}$ for an aligned feature $x^l_{i,j}$ is given by the linear combination of the scores from basis
models, i.e.

\[
\hat{s}_{i,j} = \sum_n (\omega_{i,j}^v)_n f_{e_n} x_{i,j}^l / ||\omega||_1
\]

\[
= \text{Tr} \left( F \cdot \omega_{i,j}^v (x_{i,j}^l)^T \right) / ||\omega_{i,j}^v||_1
\] (4.3.10)

where \( F = [f_{e_1}, f_{e_2}, ..., f_{e_{ND}}] \) is the summarized recognition model matrix and \( \text{Tr}(\cdot) \) denotes the trace of input matrix.

The multiple source domain adaptation classification problem is transferred to be a single domain classification problem on high dimensional feature space \( x_{i,j}^l (\omega_{i,j}^v)^T \) in (4.3.10). However, such a high dimensional classifier \( F \) is usually noisy and unreliable when the labeled training data are limited. So we reduce the dimension of feature \( \omega_{i,j}^v (x_{i,j}^l)^T \) to lower down the complexity of recognition model \( F \).

So far we do not consider the similarity between models \( \{ f_{e_n}^T \} \), while it exists not only because the invariant structure in person re-id but also because the correlation between atoms in over-complete dictionary. So feature \( \omega_{i,j}^v (x_{i,j}^l)^T \) cannot be directly vectorized for dimension reduction until the common part between \( \{ f_{e_n}^T \} \) is removed. To extract the common part, we decompose the basis model \( f_{e_n} \) into a universal component \( f_0 \) and a domain specific component \( f_\delta \), i.e. \( f_n = f_0 + f_\delta \).

The recognition score \( \hat{s}_{i,j} \) in (4.3.10) can be represented by the sum of score from the universal component and the domain specific components, i.e.

\[
\hat{s}_{i,j} = f_0^T x_{i,j}^l + \text{Tr} \left( F_\delta \cdot \omega_{i,j}^v (x_{i,j}^l)^T \right) / ||\omega_{i,j}^v||_1
\] (4.3.11)

where \( F_\delta = [f_\delta^1, f_\delta^2, ..., f_\delta^{e_{DN}}] \) is the summarized domain specific model matrix.

According to (4.3.11), \( F \) is decomposed into a low-dimensional common part \( f_0 \) and a domain specific part \( F_\delta \). So the dimension of feature \( \omega_{i,j}^v (x_{i,j}^l)^T \) can be reduced after vectorization. Here we employ 1D Principal Component Analysis (PCA) on the vectorization of \( x_{i,j}^l (\omega_{i,j}^v)^T \) for its simplicity.

Let \( x_{i,j}^{dr} \) denote the reduced feature of \( \omega_{i,j}^v (x_{i,j}^l)^T \) and \( F_{dr} \) denote the counterpart of \( F_\delta \), the summarized score \( s_{i,j}^l \) can be estimated as follows.

\[
s_{i,j}^l = \left( f_0^T f_\delta^T \right) \left( x_{i,j}^{dr} / ||\omega_{i,j}^v||_1 \right) + \delta_{dr}
\] (4.3.12)
where $\delta_{dr}$ is a small number denoting the error derived from dimension reduction. From (4.3.12), the adaptable feature $x^a_{i,j}$ is given be the concatenation of the weighted reduced feature $x^r_{i,j}/||\omega^v_{i,j}||_1$ and the aligned feature $x^l_{i,j}$.

4.3.3 Video Level Adaptable Feature via AD Fusion

Following weighted sum-rule fusion scheme, we construct an adaptable and discriminative feature vector to represent each sequence by linearly combining the frame level adaptable feature vectors. The video level feature vector $x^{ad}_i$ is given by the weighted sum of the frame level adaptable feature $x^a_{i,j}$, i.e.

$$x^{ad}_i = \sum_j \rho_{i,j} x^a_{i,j} \quad (4.3.13)$$

where $\rho_{i,j}$ is the adaptability-discriminability (AD) index to be determined in the following procedures.

Since the reconstruction error of the dictionary measures the magnitude of unadaptable features, it indicates the reliability of the adaptable feature. Thus, we determine the adaptability component $\epsilon_{i,j}$ as the reconstruction error, i.e.

$$\epsilon_{i,j} = (x_{i,j} - x^p_i) - D^v \omega^v_{i,j} \quad (4.3.14)$$

Since the elements of the adaptability component may not be equally discriminative, we learn discriminative weights of them to approximate a discriminability measure for the AD index. Inspired by Fisher’s linear discriminant, we define the discriminability measure by the ratio $\sigma_{i,j}^{d,c_{ID}}$ of standard deviation between false matching images (inter-class) and correct matching images (intra-class) to represent the discriminability, i.e.

$$\sigma_{i,j}^{d,c_{ID}} = \frac{N_{i,j}^{c_{ID}} \sum_{i' \neq j'} d(x^{c_{ID}}_{i,j}, x^{c_{ID}}_{i',j'})}{\left(\sum_{i' \neq i} N_{i'}^{c_{ID}}\right) \left(\sum_{j' \neq j} d(x^{c_{ID}}_{i,j}, x^{c_{ID}}_{i,j'})\right)} \quad (4.3.15)$$

where $c'_{ID} \neq c_{ID}$ and $d(\cdot, \cdot)$ denotes a distance function between the two input vectors. To approximate the discriminability measure $\sigma_{i,m}^d$, we formulate the learning problem by linear regression on the adaptability component, i.e.

$$\alpha^* = \arg\min_\alpha ||\alpha^T \epsilon_{i,j} - \sigma_{i,j}^d||_2^2 \quad (4.3.16)$$
With the learned weight vector $\alpha^*$, the AD index is determined as the linear combination of elements in $x_{i,j}^p$ and $\epsilon_{i,j}$ using weight $\alpha^*$ learnt in (4.3.17), i.e.

$$\rho_{i,j} = \epsilon_{i,j}^T \alpha^* \quad (4.3.17)$$

### 4.3.4 Optimization

We first convert (4.3.6) to a optimization problem searching for minimal reconstruction error with fixed sparsity according to [2], i.e.

$$\min_{D^v, \omega_v} \frac{1}{N_S} \sum_{i,j} \frac{1}{2} \|x_{i,j} - (x_{i,j}^p + D_v \omega_v)\|^2_2$$

s.t. \( ||D_k^v||_2 = 1, \forall k \)

\[ ||\omega_{i,j}^v||_1 < \lambda', \forall i, j \quad (**) \]

\[ ||\omega_{i,j}^v - \omega_{i,j}^v||_2 < \mu_2, \forall j_1, j_2 \in S_{i,m}, \forall i \quad (*) \]

\[(\omega_{i,j})_k \geq 0, \forall k \quad (4.3.18)\]

Then, we simplify the inequality constraint (**) and (*) in (4.3.18) by computing the mean of them in each subsequence, i.e.

$$\min_{D^v, \omega_v} \frac{1}{N_S} \sum_{i,j} \frac{1}{2} \|x_{i,j} - (x_{i,j}^p + D_v \omega_v)\|^2_2$$

s.t. \( ||D_k^v||_2 = 1, \forall k \)

\[ \frac{1}{N_S} \sum_{j \in S_{i,m}} ||\omega_{i,j}^v||_1 < \lambda' \quad (**') \]

\[ \frac{1}{N_S^2} \sum_{j_1, j_2 \in S_{i,m}} ||\omega_{i,j_1}^v - \omega_{i,j_2}^v||_2 < \mu_2 \quad (*)' \]

\[(\omega_{i,j})_k \geq 0, \forall k \quad (4.3.19)\]

By relaxing the inequality constraint (**') and (*)' in (4.3.19), we obtain the following optimization problem,

$$\min_{D^v, \omega_v} \frac{1}{N_S} \sum_{i,j} \frac{1}{2} \|x_{i,j}^p - (x_{i,j}^p + D_v \omega_v)\|^2_2$$

s.t. \( ||D_k^v||_2 = 1, \forall k \)

\[ \Omega(W_{i,m}^v) < \min (2\lambda', \mu_2), \forall i, m \]

\[(\omega_{i,j})_k \geq 0, \forall k \quad (4.3.20)\]
where \( W_{i,m} = [\omega_{i,j_1}^v \ldots \omega_{i,j_{NS_i,m}}^v], j_k \in S_{i,m}. \)

Since the variable \( x_i^p \) in (4.3.20) is unconstrained, the reconstruction error term in (4.3.20) can be considered as the variance of \( x_{i,j} - D^v\omega_{i,j}^v \). So the optimal \( x_i^p \) is equal to the mean of \( x_{i,j} - D^v\omega_{i,j}^v \). According to [2], we convert problem (4.3.20) to a lasso-like formulation and substitute \( x_i^p \) by \( x_{i,j} - D^v\omega_{i,j}^v \), i.e.

\[
\min_{D^v,W_{i,m}} \lambda \Omega \sum_{i,m} (W_{i,m}^v) + \frac{1}{2} \sum_{i,j} ||x_{i,j} - D^v\omega_{i,j}^v||^2_2 \\
- \frac{1}{2} \sum_i \left| \frac{1}{N_i} \sum_j (x_{i,j} - D^v\omega_{i,j}^v) \right|^2_2 \\
\text{s.t.} \quad ||D_k^v||_2 = 1, \forall k \\
(\omega_{i,j}^v)_k \geq 0, \forall k
\]  

(4.3.21)

Problem (4.3.21) is a special case of joint sparse dictionary learning in which the reconstruction error term is replaced by the variation of reconstruction error and the dictionary representations are nonnegative. It can be solved by an iterative algorithm following [42].

### 4.4 Experiment

#### 4.4.1 Datasets and Settings

**Datasets:** Extensive experiments to evaluate our method are conducted on two publicly available sequence based re-identification datasets, i.e. the iLIDS-VID dataset [55] and the multiple shot version of PRID 2011 dataset [19]. iLIDS-VID was captured by a real-world multi-camera surveillance camera network at an airport arrival hall. It contains 300 person image sequences under each of the two camera views. The lengths of image sequences are between 23 to 192, and the average number is 73. The dataset is challenging due to occlusions and significant changes of illumination, view angle and background within and across camera views. The multiple shot version of PRID 2011 dataset (short for PRID2011m) consists of person image sequences recorded from two static surveillance cameras outdoor. Each image
sequence contains 5 to 675 frames and averagely 84 frames. The images in PRID 2011 dataset are of low quality and undergo large view angle and pose change across views. Two different subsets of the PRID 2011 dataset, i.e. PRID2011m full and PRID2011m long, are employed in video based person re-identification. In the first setting, total 200 person video pairs captured under the two camera views are used for experiment [44]. In the second one, only 178 person video pairs with more than 27 frames are employed in the experiment [55] since the reliable video feature may not be extracted from the short videos.

**Features and classifier:** We extract two kinds of features for each person image in a sequence, i.e. Local Maximal Occurrence [31] and robust optical flow [52]. The Local Maximal Occurrence (XQDA) feature analyzes the horizontal occurrence of local feature and thence reliable against viewpoint changes. Optical flow is widely used in video-base visual recognition, and the robust optical flow integrates the flow over large spatial neighborhoods using median filtering and thence more robust in highly noisy videos. The LOMO-OpticalFlow feature vector of each frame is given by concatenating the LOMO and the optical flow features. For the discriminability measure and the cross-view matching model, we deploy the Quadratic Discriminant Analysis (XQDA) [31], which learns a QDA metric on a low dimensional subspace from cross-view quadratic discriminant analysis.

**Evaluation settings:** From the Two datasets, the sequence pairs are randomly separated into half for training and the other half for testing. The results are shown in Cumulated Matching Characteristics (CMC) curves. For stable statistical results, the experiments was repeated 10 times and the mean accuracy is reported.

### 4.4.2 Self-evaluation on dictionary size

The size of dictionary is always an important parameter for dictionary based methods and sometimes crucial to the performance. In this section, we evaluate the impact of dictionary size changes for the proposed method in the iLIDS-VID and the PRID 2011 full datasets as shown in Fig. 4.3. We can see that the rank-one
accuracy of proposed method in Prid2011 full dataset increases along with the dictionary size when the dictionary size is not larger than 100. That is because the representation ability of the variation dictionary is increasing along with the size. And the performance decreases when the dictionary is larger than 100. It implies an overfitting problem. Since more training data is available in the iLIDS-VID dataset, a larger dictionary size can be employed. In the following section, the dictionary size is set to be 100 in the PRID2011m dataset and 200 in the iLIDS-VID dataset, which is determined by cross-validation.

4.4.3 Evaluation of feature decomposition and AD fusion

We first evaluate whether both the frame level adaptable feature representation and the AD fusion can improve the re-identification performance. For evaluation of the frame level adaptable feature, we compare the original LOMO-OpticalFlow feature vectors $x_{i,j}$ with the frame level adaptable feature (FAF) $x_{i,j}^{dr}$. On the other hand, the proposed AD fusion is compared with the set based distance by calculating the minimum (Min) and Mean of the frame-to-frame distances. The top $r$ rank matching accuracies (%) on the iLIDS-VID and the PRID 2011 full datasets are shown in Table 4.1. The rank one accuracies of the two baseline fusion methods on the original features are 41.9% and 46.9% on iLIDS-VID dataset, respectively. They achieve rank one accuracies of 55.7% and 60.3% on the proposed frame level
<table>
<thead>
<tr>
<th>Dataset</th>
<th>iLIDS-VID</th>
<th>PRID2011m full</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R=1</td>
<td>R=5</td>
</tr>
<tr>
<td>FAF+AD</td>
<td>61.6</td>
<td>84.7</td>
</tr>
<tr>
<td>FAF+Min</td>
<td>55.7</td>
<td>84</td>
</tr>
<tr>
<td>FAF+Mean</td>
<td>60.3</td>
<td>83.7</td>
</tr>
<tr>
<td>Min</td>
<td>41.9</td>
<td>71.8</td>
</tr>
<tr>
<td>Mean</td>
<td>46.9</td>
<td>75.5</td>
</tr>
</tbody>
</table>

Table 4.1: Top $r$ ranked matching rate (%) comparison in person re-identification.

This convinces that the proposed frame level adaptable feature is more representative in the complicated person re-identification problem. When the proposed AD fusion method is employed, the rank one accuracy can be further improved to 61.58%. Similar patterns can be observed in results on the PRID2011m dataset. These results indicate that the proposed AD fusion method can extract the adaptable and discriminative features, and hence outperforms both the Min and Mean fusions.

### 4.4.4 Comparison with multi-shot/video based person re-identifications

Seven state-of-the-art multi-shot/video based person re-identification methods namely Mean Approach Distance (MAD) [28], Dynamic Time Warping (DTW) [50], Discriminative Video fragments selection and Ranking (DVR) [55], Recurrent Neural Network for Video-based Person Re-identification (RNNVPN) [44], Simultaneous Intra-video and Inter-video Distance Learning (SI$^2$DL) [75], Top-push Distance Learning (TDL) [64], and Pose-aware Multi-shot Matching (PaMM) [10], are used for the comparison. Our LOMO-OpticalFlow feature is employed in MAD and DTW for fair comparison, so their performances are better than what were reported by the authors. The top $r$ rank matching accuracies (%) on the two datasets are shown
<table>
<thead>
<tr>
<th>Dataset</th>
<th>iLIDS-VID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank R</td>
<td>R=1</td>
</tr>
<tr>
<td>Proposed</td>
<td>61.58</td>
</tr>
<tr>
<td>MAD</td>
<td>48.17</td>
</tr>
<tr>
<td>DTW</td>
<td>46.42</td>
</tr>
<tr>
<td>Salience+DVR</td>
<td>30.9</td>
</tr>
<tr>
<td>RNNVPR</td>
<td>58</td>
</tr>
<tr>
<td>SI^2DL</td>
<td>48.7</td>
</tr>
<tr>
<td>TDL</td>
<td>56.33</td>
</tr>
<tr>
<td>PaMM</td>
<td>30.3</td>
</tr>
</tbody>
</table>

Table 4.2: Top $r$ ranked matching rate (%) comparing with multi-shot/video based person re-identification on iLIDS-VID dataset.

From the results on iLIDS-VID dataset, we can see that the proposed method achieves the best rank-1 accuracy 61.58 and the second best accuracies in rank 5, 10 and 20. On both settings of prid2011 dataset, the proposed method outperforms the other methods remarkably. In the two settings of prid2011 dataset, the proposed method achieves rank one accuracy of 81.52% and 84.83% respectively, which is about 8% higher than other methods. This significant improvement is contributed to our adaptable and discriminative feature representation against noise and large variations within and across camera views. From Table 4.2 | 4.3 our method outperforms the others on the PRID 2011 dataset under both the two settings.

4.5 Conclusion

In this chapter, we have proposed a new adaptable feature representation method for video based person re-identification via video variation dictionary learning. A video variation dictionary learning algorithm is first proposed to model the large intra-
view variations. Second, multiple sources domain adaptation is adopted to learn a frame level adaptable feature by the variation modeling. Finally, an adaptability-discriminability (AD) fusion is proposed to generate the video level adaptable feature by mining the discriminative information of the frames from the reconstruction error of the variation dictionary.

Experimental results on two public video based person re-identification datasets show that the proposed method achieve better recognition performance for person re-identification than state-of-the-art methods. Comparing the experiments on the two datasets, we observe that the proposed method can achieve more significant improvement in the more challenging dataset, while existing methods deteriorate dramatically in such challenging case. On the other hand, we also demonstrate that both the view-adaptive features and RAD fusion are helpful to improve the re-identification performance.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PRID2011m full</th>
<th>PRID2011m long video subset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R=1 R=5 R=10 R=20</td>
<td>R=1 R=5 R=10 R=20</td>
</tr>
<tr>
<td>Proposed</td>
<td>81.52 95.25 99.13 99.75</td>
<td>84.83 97.20 99.46 99.86</td>
</tr>
<tr>
<td>MAD</td>
<td>70.50 88.00 92.12 95.38</td>
<td>- - - -</td>
</tr>
<tr>
<td>DTW</td>
<td>47.50 68.25 75.88 80.88</td>
<td>- - - -</td>
</tr>
<tr>
<td>Salience+DVR</td>
<td>- - - -</td>
<td>41.7 64.5 77.5 88.8</td>
</tr>
<tr>
<td>RNNVPR</td>
<td>70 90 95 97</td>
<td>- - - -</td>
</tr>
<tr>
<td>Si^2DL</td>
<td>- - - -</td>
<td>76.7 95.6 96.7 98.9</td>
</tr>
<tr>
<td>TDL</td>
<td>- - - -</td>
<td>56.74 80.00 87.64 93.59</td>
</tr>
<tr>
<td>PaMM</td>
<td>45.0 72.0 85.0 92.5</td>
<td>- - - -</td>
</tr>
</tbody>
</table>

Table 4.3: Top r ranked matching rate (%) comparing with multi-shot/video based person re-identification on PRID2011m dataset.
Chapter 5

Conclusions

5.1 Summary

Person re-identification is an important research topic in computer vision community for its wide range of applications in intelligent video analysis. While the existing person re-identification methods may not fully meet the requirements of person re-identification in large-scale camera network due to the lack of label data and challenging cross-camera variations. As a result, this thesis addresses in two practical scenarios, i.e. unsupervised domain adaptation and semi-supervised learning in large-scale camera network and develops discriminative models for the two scenarios, respectively.

In the unsupervised domain adaptation scenario, labeled data is available from the source views, while only the unlabeled data and unmatched person image pairs (negatives) are available from the target views. This thesis proposes a novel Adaptive Ranking Support Vector Machines (AdaRSVM) method to deal with the unsupervised domain adaptation problem for person re-identification. Without positive image pairs generated by the label information of persons, we relax the discriminative constraint to a necessary condition, which only relies on the mean of positive pairs. In order to estimate the positive mean in the target domain, we make use of the labeled data from the source domain, the negative and unlabeled data from the target domain. With two estimations of the target positive mean, the optimal
combination is determined by the training data. And, the target distance model is trained by adapting the source domain distance model to target domain. Experiment results show that the AdaRSVM method achieves convincing recognition performance for person re-identification. The proposed AdaRSVM not only outperforms non-learning based methods but also is better than the comparing discriminative learning methods using labeled data from the source domain for training.

To further improve the AdaRSVM method, this thesis also proposes a Semi-Supervised Region Metric (SSRM) learning method to estimate target positive neighbors besides target positive mean for discriminative classification model learning. Since the number of positives is very limited in the imbalanced target unlabeled data, we propose to estimate positive neighbors instead of positives. Cross person score distribution alignment and multiple graph based label propagation are jointly optimized for positive neighbor estimation. The positive regions are then generated using the positive neighbors. Finally, a region-to-point metric learning method is presented to learn discriminative metric by maximizing the weighted distance between negatives and positive regions. Experiment results show that the SSRM method improves the per-learned classifier remarkably and achieves convincing recognition performance for person re-identification. The proposed SSRM method not only outperforms comparing semi-supervised methods and classification algorithms robust against label noises, but also is better than the comparing discriminative person re-identification methods.

In the unsupervised domain adaptation scenario, this thesis proposes a novel discriminative feature representation method for video based person re-identification. A video variation dictionary learning algorithm is first proposed to model the large intra-view variations. Second, a frame level adaptable feature is generated by multiple sources domain adaptation using the variation modeling. By mining the discriminative information of the frames from reconstruction error of the variation dictionary, an adaptability-discriminability (AD) fusion is proposed to generate the video level adaptable feature. Experimental results on two public video based person
re-identification datasets show that classification on the proposed video level adaptable feature achieves better recognition performance for person re-identification than state-of-the-art methods.

5.2 Future work

Although the algorithms proposed in this thesis have achieved convincing results in both the two scenarios in large-scale camera network, there is a long way to go for developing a practical person re-identification systems and some issues may be further investigated.

- **Domain adaptive region metric learning** The proposed unsupervised domain adaptive method, AdaRSVM and the metric learning method, SSRM are independent and hence may not be optimal. A better solution should be combining the two methods together and develop a domain adaptive region metric learning. Different from the AdaRSVM that only the positive mean and the negative mean are aligned across domains, the positive regions and the negative regions are aligned across domains in the domain adaptive region metric learning. So the learned classification model is more adaptive and more discriminative to the target domain data.

- **Semi-supervised deep variation modeling for video based person re-identification** The proposed video level adaptable feature is learned using variation dictionary learning. The learned dictionary may not be representative enough in uncontrolled environments with non-linear person’s appearance distortion. Deep learning model is considered to be of high representation ability and hence suitable in modeling challenging variations. Moreover, an end-to-end deep model is usually superior to independent feature extraction and classification model learning.

- **Real-Time Person Re-identification** Person tracking in camera network is one of the important applications of person re-identification in intelligent video
analysis. While the proposed methods in this thesis are complicated matching models and hence cannot achieve real-time speed. In order to meet the requirement of person tracking in large-scale camera network, several strategies could be further exploited to increase the training and testing speed. First, a unified framework of the person re-identification methods and the tracking algorithms can be developed such that adaptable features and intermediate results can be shared to avoid repetitive computations. Second, the existing person re-identification methods perform as a person images/videos verification algorithm, which requires a human detector as preprocessing and hence is slow. A better solution should be combining the two ones together and designing a fast target person detector.
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