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Do not force agreement – A response to Krippendorff

Guangchao Charles Feng and Xinshu Zhao

In an earlier issue of Methodology, Feng (2015) surveyed communication scholars’ practices of measuring intercoder reliability, and recommended guidelines for avoiding mistakes. In the process, Feng (2015) critically reviewed existing agreement indices including Krippendorff’s α. Krippendorff commented on Feng (2015) in another contribution to this issue. We welcome the opportunity to rebut on selected issues. Readers may peruse other papers we cite, which provide the context of the debate or the evidences on which our views are based.

Krippendorff’s arbitrary re-definition of Intercoder reliability

Krippendorff disagreed with Feng (2015, p. 1) statement that “intercoder reliability assesses the degree of agreement… in the ratings given by judges…” Feng (2015) did not invent this view of reliability. Many scholars (e.g., Freelon, 2010; Hruschka et al., 2004; Zhao, Liu, & Deng, 2013) share our views. Krippendorff once considered intercoder reliability and intercoder agreement synonyms. Feng (2015) never said “reliability is a measure of agreement among coders,” which Krippendorff (2016) refutes at length. What Feng (2015) meant by “assess” is that intercoder reliability coefficients indicate agreement between coders. Interestingly, it was Krippendorff (2011b) who used the word “measure” to define α as “a reliability coefficient developed to measure the agreement among observers, coders, judges, and raters.” To be precise, we prefer “assess” and “evaluate” over “measure” in this context.
Krippendorff frequently and arbitrarily changed the definition of reliability. Krippendorff (2011a) defined reliability to be “the extent to which different methods, research results, or people arrive at the same interpretations or facts,”. Krippendorff (2016), however, redefined reliability as “the ability to rely on data that are generated to analyze phenomena a researcher intends to study, theorize, or use in pursuit of practical decision.” Krippendorff (2016) further said “the ability to rely on data is independent of whether the data result from mechanical measuring devices, or generated by human coders.” Krippendorff does not say whose “ability” he refers, which makes the statements confusing. Literally, reliability is the ability to be relied on (Oxford University Press, 2016), not “the ability to rely on” which Krippendorff asserts. What we care about is specifically coders’ ability to give consistent results, instead of researchers’ ability to rely on coded data in general, as inter-coder reliability is mainly about coders, not about researchers.

For instance, $\alpha = 0.9$ may indicate high reliability; an experienced researcher would still be more capable of utilizing the data than an inexperienced one. Moreover, in content analysis, coders’ ability to give consistent results is affected by contextual, socio-cultural, and linguistic factors, making some tasks more difficult than others. Furthermore, coders’ abilities vary significantly when coding task is culturally-bound or otherwise complex, even with the best training and instruction. When a task is extremely difficult, almost every coder is forced to guess randomly, producing high chance agreement; when a task is extremely easy, almost every coder codes correctly, producing high true agreement. In either scenario it would be difficult
to differentiate individuals’ abilities. While Item Response Theory (IRT) attempts to address these issues, it also challenges the assumption of interchangeable coders underlying Krippendorff’s $\alpha$.

**Krippendorff’s denial of influence of coding difficulty on chance agreement**

Contrary to Krippendorff (2016) claim, Feng (2015) did not equate reliability or lack thereof with coders’ ease or difficulty of categorizing units of analysis. We discovered that the chance agreement of Krippendorff’s $\alpha$ is affected by the difficulty level of coding tasks (Feng, 2013; Zhao, 2012; Zhao et al., 2013).

Krippendorff (2016) denies that coding difficulty has anything to do with the (researcher’s) ability to rely on data. Nevertheless, we are discussing inter-coder reliability. Krippendorff (2011a) asserts that the number of values or categories available for coding implies the difficulty level, which contradicts findings from a controlled experiment and a simulation study, that the number of categories is uncorrelated with difficulty (Feng, 2013; Zhao, 2012; Zhao et al., 2013). Both studies found negative correlations between difficulty level and $\alpha$-estimated chance agreement, indicating that $\alpha$-estimated chance agreement is not really chance agreement, but more distribution skewness.

One possible solution is to replace the classic test theory (CTT), upon which Krippendorff’s $\alpha$ is built, with IRT, which is a model for the association between a subject’s response and the underlying latent ability, and can explicitly take into account of coding difficulty (Feng, 2014; Reeve, 2002). Some scholars have explicitly taken difficulty into account, using either the indexing or modeling
approach to estimate intercoder agreement (e.g., Aickin, 1990; Gwet, 2010; Schuster & Smith, 2002).

Krippendorff (2016) accused Feng (2015) for not providing evidence for the correlation between $AC_1$’s chance agreement and coding difficulty, and not revealing what is meant by “normal” relationship between difficulty and chance agreement. In fact, Feng (2015) clearly referenced Feng (2013), which discussed the relationship extensively and illustrated it with several tables. The chance agreement of a normally distributed agreement index should be positively correlated with coding difficulty, which indicates exactly what “normal” means.

The chance agreement of $AC_i$ has a strong positive correlation with coding difficulty, whereas chance agreement of Krippendorff’s $\alpha$ has a strong and negative correlation with coding difficulty. That is, Krippendorff’s $\alpha$ assumes that the more difficult the coding task is, the less likely people code randomly (i.e., by guessing). Coding difficulty is the underlying factor, which causes the paradox of “high agreement, but low $\alpha$.”

**Krippendorff’s comments on other indices**

Krippendorff (2016) refutes Feng’s (2015) defense for Gwet’s $AC_i$. Krippendorff (2016) mentioned that $AC_i$ is not a chance-corrected agreement coefficient unless $D_e = P_e$. Gwet (2008, 2010), however, argued that the chance agreement of Scott’s $\pi$ (1955), which is defended by Krippendorff, represents chance agreement only under the unrealistic assumption of independence of all ratings. This is in fact a direct application of the well-known special multiplication rule of
probability. In case of independence of the ratings, chance agreement is given by

\[ P_e = 1 - 2\pi_1 (1 - \pi_1) = 0.5 = 1 - P_e = D_e, \quad (1) \]

where \( \pi_1 \) is the mean value of the two marginal proportions associated with category 1, for two categories and two raters. The chance agreement of \( AC_l \) is,

\[ P_e(AC_1) = 1 - P_e(Scott's \pi) = 1 - \left(1 - 2\pi_1 (1 - \pi_1)\right) = 2\pi_1 (1 - \pi_1) = \left(\frac{1}{2}\right) \times \left(\frac{\pi_1 (1-\pi_1)}{\frac{1}{4}}\right), \quad (2) \]

whether there is independence of ratings (Gwet, 2008, 2010). In the first pair of parentheses in the last part of Equation 2, \( \frac{1}{2} \) represents the probability that the two raters agree of either one of the two categories 1 or 2 they score the subjects randomly (i.e., \( \frac{1}{2} = \frac{1}{4} + \frac{1}{4} \)). In the second pair, it measures the likelihood for a rater to perform a random rating based on observed data; It is the ratio of the variance of the dichotomous category-1 membership variable to its maximum value of \( \frac{1}{4} \) (Gwet, 2008, 2010). The assumption here is that the more difficult the rating, the higher this variance, and the more likely the raters to perform random rating (Gwet, 2016).

Gwet’s explanation coupled with empirical evidences (Feng, 2013) are sufficient to dispel Krippendorff’s query.

Krippendorff (2016) also accuses Feng (2015) of not “offering quantitative criteria” when recommending percent agreement. In fact, Feng (2013) gives a detailed rationale. In Table 4 of Feng (2013), when coding tasks are easy, the percent agreement has correlations of more than 0.9 with \( S, F \), and \( AC_l \), which are so-called chance-corrected agreement coefficients. That is, there is very little chance agreement removed from percent agreement for easy coding tasks. Therefore, percent agreement
is better than it is thought to be, especially when coding tasks are easy.

Krippendorff (2016) objects to most of the results in Table 2 of Feng (2015). Feng never claimed they are the same indices, but only reported some indices which often produce very similar reliability scores. Therefore, although Krippendorff’s $\alpha$ differs from Scott’s $\pi$ or Fleiss’ $\pi$ in terms of mathematical formula, the three give almost the same estimations for two coders, nominal data, and a sample size above 20, according to Zhao et al. (2013).

We mentioned that Krippendorff’s $\alpha$ is equivalent to the intra-class correlation ($ICC_1$) for continuous data, rather than inter-class correlation (e.g., Pearson correlation) as Krippendorff (2016) mentioned. Krippendorff (2016) said $\alpha$ is “incidentally” equal to $CCC$ for interval data, which is not true. $CCC$ is a complex index. Krippendorff’s $\alpha$ sometimes equals $CCC$ for interval data but always equals $ICC_1$. Table 2 summarizes the equivalence among existing indices of agreement. If there are no comparable indices at a certain measurement level, they are not listed. As a result, Feng (2015) used continuous scale to represent both interval and ratio scales, while Krippendorff differentiates interval scales from ratio scales when estimating agreement.

**Krippendorff’s information adequacy theory is inadequate**

Krippendorff (2016) underscores the importance of sufficient variance (or information) in the data to estimate reliability using his index. Contrary to Krippendorff claim, Feng never assumed that adequate sample sizes would eliminate the high-agreement-low-$\alpha$ paradox. Krippendorff (2011a) proposed a procedure to
estimate the information adequacy as a prerequisite to further test intercoder reliability. Feng (2013, pp. 2-3) demonstrated that the paradox persists, when information is adequate by Krippendorff’s criteria.

**Why α punishing larger sample and rewarding smaller sample?**

Krippendorff correctly noted two numerical errors in Table 3 of Feng (2015). Cohen’s κ and Scott’s π for *study types* should be 0.44 and 0.43, respectively. We take this opportunity to offer a corrigendum. The errors result from a bug in the third party package, rmac of R language, which had produced correct results in the past but now we found it errs when number of category is high and class attribute is factor. We thank Krippendorff for catching the errors.

When pointing out the technical errors, Krippendorff (2016) noted $\alpha > \pi$ when sample is small. Gwet (2016) found that the difference between Krippendorff’s $\alpha$ and Scott’s $\pi$ was $(1-\pi)/(2n)$, with n being the sample size. If $\pi$ is 0.85 or higher, the two coefficients would be almost identical even for very small samples. But even for small values of Scott’s $\pi$, a sample of moderate size such as 25 will lead to similar values for both coefficients (Gwet, 2016).

In addition, both Gwet (2016) and Zhao et al. (2013) found that $\alpha$, and only $\alpha$, varies drastically with the variation in sample size. That is, everything else being equal, increasing sample size decreases $\alpha$, which Scott’s $\pi$ does not do. This is important, because the main justification that Krippendorff (1970a, 1970b) offered for $\alpha$, which is mathematically a small variation of Scott’s $\pi$, was that $\alpha$ adjusts for sample size while $\pi$ does not. Forty plus years later, we discovered that so called
“adjust” actually means punishing larger samples and rewarding smaller samples (Zhao et al., 2013).

**Concluding remarks**

Prof. Krippendorff (2016) opened his critique with the statement “I was surprised that *Methodology* published Feng’s paper.” We have seen similar reactions from him (see Krippendorff, 2004, 2013; Krippendorff, 2016) when other groups discussed or demonstrated paradoxes, abnormalities, or imperfections of $\alpha$ (Lombard, Snyder Duch, & Bracken, 2002; Zhao et al., 2013). We have seen stronger reactions in reviews for publication.

The reactions are understandable, given that Prof. Krippendorff and colleagues argued that $\alpha$ is superior to all competing indices of inter-coder reliability, and $\alpha$ is the only standard measure that meets all needs of assessing reliability (Krippendorff, 1970, 1980, 2004; c.f. Hayes & Krippendorff, 2007). We take no pleasure in encountering evidences contradicting an esteemed scholar who did so much to introduce content analysis and intercoder reliability to generations of students, including us.

Nevertheless, we plead with supporters of $\alpha$ to see that their actions foster a spiral of inertia in the developments of reliability concepts and techniques (Noelle-Neumann, 1974; Zhao et al., 2016). The selective barriers to publication discourage dissents, creating a perception of perfection of the status quo among researchers, reviewers and editors, especially in some disciplines that rely on reliability (Zhao & Fung, 2014). The spiraled perception is a misperception, according to the empirical
evidences that we will continue to push to publish (Zhao, 2012).

We hope Prof. Krippendorff will see that the legacy of Krippendorff is not dependent on the perfection of α. In the decades-long fight for α, he successfully persuaded generations of researchers, including us, of the imperativeness of measuring inter-coder reliability and the importance of removing chance agreement. These are broad and fundamental contributions that no one should or can take away regardless of the fate of α. In that sense, any index of inter-coder reliability that will be invented or adopted will have a chunk of Krippendorff in it.
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