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Abstract—This paper proposes a framelet based convex optimization model for multiplicative noise and blur removal problem. The main idea is to employ framelet expansion to represent the original image and use the variable decomposition to solve the problem. Because of the nature of multiplicative noise, we decompose the observed data into the original image variable and the noise variable to obtain the resulting model. The original image variable is represented by framelet, it is determined by using $l_1$-norm in the selection and shrinkage of framelet coefficients. The noise variable is measured by using the mean and the variance of the underlying probability distribution. This framelet setting can be applied to analysis, synthesis and balanced approaches, and the resulting optimization models are convex such that they can be solved very efficiently by the alternating direction of multiplier method. An another contribution of this paper is to select the regularization parameter by using the $l_2$-based L-curve method for these framelet based models. Numerical examples are presented to illustrate the effectiveness of these models and show that the performance of the proposed method is better than that by the existing methods.

Index Terms—Multiplicative Noise; Blur Removal; Framelet; Convex Optimization; Sparsity

I. INTRODUCTION

In this paper, we study blur removal and multiplicative noise degradation in image restoration problems, see [9], [1], [3], [4], [10]. The model of the degradation process is given by

$$g = Af \circ n,$$  

(1)

where $A$ is a spatial-invariant blurring matrix, $f$ is an original image $n$ is a noise vector, and $g$ is the observed image. Here $\circ$ refers to the component-wise multiplication. Note that the noise can follow Gaussian distribution, Gamma distribution or Rayleigh distribution [18]. In synthetic aperture radar images [1, 11], Gamma multiplicative noise removal is considered and $A$ is equal to the identity matrix (without blurring). In ultrasound imaging [12], Rayleigh multiplicative noise removal is studied. Moreover, the degradation by blur and multiplicative noise occurs in many optical coherent imaging systems [5].

For example, when we deal with nonlinear image restoration problems [6], the transformed problem involves both blur and multiplicative noise removal.

In the literature, Rudin et al. [9] derived the first multiplicative noise removal method based on the total variation regularization and the variance of noise. Aubert and Aujol [1] designed a numerical method by using Maximum a Posteriori (MAP) estimation approach. Shi and Osher [10] proposed to consider a noisy observation $\log g = \log f + \log n$ and derived the total variation minimization model for multiplicative noise removal problems. Huang et al. [3] also used the logarithm transformation $f = \exp(f')$ and considered the total variation regularization for $f'$ in their model (EXP model). Durand et al. [2] also used the log-image data and applied a hard-thresholding on the curvelet transform of $g$; then they studied of an $l_1$ data-fidelity term of the thresholded curvelet coefficients and a total variation regularization term in the log-image domain to obtain the denoised image. Dictionary learning methods [13] and nonlocal mean methods [14] are also proposed and developed for multiplicative noise removal, see [13]. Spatial-varying parameters regularization is developed for multiplicative noise removal problems [4].

The methods given in [9] and [1] can be extended to deal with the blur and multiplicative noise removal. Both methods can be very slow and the cost can be very expensive since gradient projection methods are applied to solving these models. Huang et al. [15] studied an optimization method to handle both blur and multiplicative noise removal by adding a Gaussian noise penalty term in the model. In [16], Wang and Ng studied a constrained TV-regularized image restoration model on log-image domain, approximated a set of nonconvex constraints by a set of convex constraints, and then applied the alternating direction of multipliers method to solve the resulting optimization problem. Dong and Zeng [17] proposed a convex relaxation models consisting of a MAP estimator based on Gamma noise, a quadratic term and the TV regularization. The quadratic term is based on the statistical property of the Gamma noise only. Recently, Zhao et al. [18] studied a convex optimization model for blur and multiplicative noise removal by using variable decomposition in (1) as follows:

$$Af - g \circ z = 0,$$  

(2)

where $z$ is a vector where its entry is equal to the reciprocal of the entry of $n$. In the model, Zhao et al. considered to determine $f$ such that $Af - g \circ z$ is close to zero measured in $l_1$-norm and the total variational regularization term is small.

In this paper, we make use of framelet expansion to represent the original image so that the difference between $g \circ z$...
and $Af$ can be further reduced, and can be measure more effectively by using $\ell_1$-norm. More precisely, we propose the following optimization model for multiplicative noise and blur removal problem:

$$\min_{z, f} \|g \circ z - Af\|_1 + \alpha \|Df\|_1 \text{ subject to } \|z - \mu e\|_2^2 \leq \gamma$$  \hspace{1cm} (3)$$

where $\alpha$ is a positive regularization number to control the balance between the data-fitting term and the regularization term of framelet coefficients in the objective function, $\gamma$ is given such that the variance of noise is small enough, $\mu$ can be set to the mean value of $z$, $e$ is a vector of all ones, $D$ is the analysis operator in a framelet expansion, and $\| \cdot \|_1$ is the $\ell_1$-norm of a vector. We remark that the proposed approach is different from [18]. The total variation regularization model is used in [18], and the this model regularizes restored images with edges recovery. The proposed model employs framelet expansion for blur and multiplicative noise removal. The sparse representation of framelet expansion can provide good image restoration results. This framelet setting can be applied to analysis, synthesis and balanced approaches, see [19–23]. Our numerical examples will be shown that the performance of the proposed method is better than that in [18].

On the other hand, we also propose to employ the idea of L-curve [32–35] by considering the points generated by the two terms: $\|g \circ z - Af\|_1$ and $\alpha \|Df\|_1$ (corresponding to the (3)), and determine the regularization parameter $\alpha$ based on them. This approach enables us to find a suitable value of $\alpha$ automatically and achieve the balance between the data-fitting term and the regularization term objectively. It is interesting to note in [32, 33] that the L-curve method is traditionally based on $\ell_2$-norm. The use of $\ell_1$-norm in the L-curve is different from [32, 33]. We will present experimental results to show the proposed method is quite efficient and it can provide a good quality of recovered images under the degradation of multiplicative noise and blur.

The rest of this paper is organized as follows. In Section 2, we give some preliminaries and present the tight-frame expansion used in our model. In Section 3, we develop the numerical method for solving it. In Section 4, experimental results are reported to demonstrate the effectiveness of the proposed model and the efficiency of the proposed numerical scheme. Finally, some concluding remarks are given in Section 5.

II. TIGHT-FRAME EXPANSION

In this section, we briefly introduce the basics of tight-frame expansion used in [19–23] which are based on tight-frame transformations. All tight-frame transformation $D$ have an important property: $D^T D = I$, where $I$ is the identity transformation. Unlike the orthonormal case, we emphasize that $DD^T \neq I$ see [24]. The matrix $D$ is called the analysis (or decomposition) operator, and its adjoint $D^T$ is called the synthesis (or reconstruction) operator. In order to apply the the tight-frame algorithm, filtering coefficients are used. For example, the filter coefficients for piecewise linear B-spline [24] are given as follows:

$$h_0 = \frac{1}{4}[1, 2, 1], \quad h_1 = \frac{\sqrt{2}}{4}[1, 0, 1], \quad h_2 = \frac{1}{4}[-1, 2, -1].$$  \hspace{1cm} (4)$$

The tight-frame coefficients of any given vector $v$ corresponding to filter $h_i$ can be obtained by convolving $h_i$ with $v$. For each filter, we can construct its corresponding filter matrix which is just the circulant matrix with diagonals given by the filter coefficients, such as $H_0 = \frac{1}{2} \text{tridiag}[1, 2, 1]$. Then the one-dimensional tight-frame forward transformation is given by

$$D = \begin{bmatrix} H_0 \\ H_1 \\ H_2 \end{bmatrix}$$  \hspace{1cm} (5)$$

To apply the tight-frame transformation onto $v$ is equivalent to computing $Av$, and $H_i v$ gives the tight-frame coefficients corresponding to the filter $h_i$. The high dimensional piecewise linear B-spline tight-frame is constructed by using tensor products of $D$, see for instance [25]. For example, the tight-frame coefficients with respect to $h_{i,j} = h_i \otimes h_j$ for $i, j = 1, 2, 3$ are obtained by convolving $h_{i,j}$ with a two-dimensional image $X$. The corresponding forward transform $D$ will be a stack of nine block-circulant-circulant-block matrices. The tight-frame coefficients are given by the matrix-vector product $Dv(X)$, where $v(X)$ denotes the vector obtained by concatenating the columns of $X$.

III. THE NUMERICAL ALGORITHM

The aim of this work is to provide a fast numerical scheme for solving the constrained problem in (3). By reformulating the problem (3) into some optimization problems with favorably separable structures, we notice that the problem (3) can be solved efficiently via the well-developed alternating direction method of multipliers (ADMM) for solving the constrained problem (3). Please see [7, 8] for discussion.

As the proposed model is a convex optimization problem, there are efficient solvers for finding a global minimizer of (3). The solvers include the Bregman method [26], proximal splitting methods [27] and primal-dual methods [28, 29] Douglas-Rachford methods [30], and alternating direction of multiplier methods (ADMM). Here we just discuss the alternating direction method of multipliers. The other methods can also be applied and implemented.

We consider to recover $z$ from $f$ in the analysis based approach model (3). We assume that the set $Z = \{z \in \mathbb{R}^n \mid \|z - \mu e\|_2^2 \leq \gamma\}$ is non-empty, which ensures that there exists a convex set of minimizers. Then we let $p = Df$, $s = g \circ z$, $u = Af - s$. The model is rewritten as follows:

$$\min_{z, f} \|u\|_1 + \alpha \|p\|_1,$$  \hspace{1cm} (6)$$

subject to

$z \in Z$
$p = Df$
$u = Af - s$
$s = g \circ z$
in the model (6), let us define $\kappa(z)$ as

$$\kappa(z) = \begin{cases} 0, & \text{if } z \in \mathcal{Z}; \\ \infty, & \text{otherwise}. \end{cases}$$

Here we define

$$Q = \begin{pmatrix} D & 0 \\ A & -I \\ 0 & I \end{pmatrix}, \quad B = \begin{pmatrix} -I & 0 & 0 \\ 0 & -I & 0 \\ 0 & 0 & -G \end{pmatrix}$$

where $G$ is a diagonal matrix where its main diagonal entries are given by $g$, and $f_1(x) = 0$, $f_2(y) = ||u||_1 + \alpha ||p||_1 + \kappa(z)$. Thus the problem can be written as

$$\begin{aligned}
\min_{y,z} f_2(y) \\
\text{subject to } Qx + By = 0 .
\end{aligned} \tag{7}$$

The augmented Lagrangian of this problem writes:

$$L(x,y,\lambda) = f_2(y) + \lambda^T(Qx + By) + \frac{\beta}{2}||Qx + By||^2_2,$$

where $\lambda$ are the Lagrangian multipliers given by three parts:

$$\lambda = \begin{pmatrix} \lambda_1 \\ \lambda_2 \\ \lambda_3 \end{pmatrix} .$$

Hence we derive the ADMM for solving (7) as follows:

**Algorithm:** Alternating Direction Method of Multipliers for solving (7)

**Input:** The maximal number of iterations ITER, The starting point $x^0 \in \text{dom}(f_1)$, $y^0 \in \text{dom}(f_2)$ and $\lambda^0$; the initial value of $\beta$

**Output:** $x^{\text{ITER}}$ which satisfies some stopping criterion

**For** $k = 0$ to ITER do ($k$ refers to the iteration index)

**Step 1.** Find $x^{k+1} \in \text{argmin} (\lambda^0)^T(Qx + By) + \frac{\beta}{2}||Qx + By||^2$

**Step 2.** Find $y^{k+1} \in \text{argmin} f_2(y) + (\lambda^{k+1})^T(Qx^{k+1} + By) + \frac{\beta}{2}||Qx^{k+1} + By||^2$

**Step 3.** $\lambda^{k+1} = \lambda^k + \beta(Qx^{k+1} + By^{k+1})$

**Endfor**

Next we elaborate on the solutions of the subproblems of the ADMM method for (7). For the Step 1, we solve for the variable $x = \begin{pmatrix} f \\ s \end{pmatrix}$ in the subproblem. Because $D^T D = I$, so the solution can be obtained by solving the normal equation as follows:

$$\begin{pmatrix} I + A^T A & -A^T \\ -A & 2I \end{pmatrix} \begin{pmatrix} f^{k+1} \\ 0 \end{pmatrix} = \begin{pmatrix} D^T (p - \lambda^{k+1}_1 G) + A^T (u - \lambda^{k+1}_2) + (Gz - \lambda^{k+1}_3) \end{pmatrix} . \tag{8}$$

When $A$ is a blurring matrix generated by a symmetric point spread function, $A$ can be diagonalized by a fast Fourier transform matrix $\Phi$, i.e., $A = \Phi^T A \Phi$. Therefore we obtain the following decomposition:

$$\begin{pmatrix} I + A^T A & -A^T \\ -A & 2I \end{pmatrix} = \begin{pmatrix} \Phi^T & 0 \\ 0 & \Phi^T \end{pmatrix} \begin{pmatrix} I + A^T A & -A^T \\ -A & 2I \end{pmatrix} \begin{pmatrix} \Phi & 0 \\ 0 & \Phi \end{pmatrix} , \tag{9}$$

and the problem can be solved by using fast transforms.

For the Step 2, we solve for the variables $y = \begin{pmatrix} p \\ u \\ z \end{pmatrix}$. Since the variables $p, u$ and $z$ are decoupled, their optimal solutions can be calculated separately as follows: the $p$-subproblem is solved by

$$p^{k+1} = \max \left\{ \left( Df^{k+1} + \frac{\lambda^{k+1}_1}{\beta} \right) - \frac{\alpha}{\beta} , 0 \right\} \circ \text{sign} \left( Df^{k+1} + \frac{\lambda^{k+1}_1}{\beta} \right) ; \tag{10}$$

the $u$-subproblem is solved by

$$u^{k+1} = \max \left\{ \left( Af^{k+1} - s^{k+1} + \frac{\lambda^{k+1}_2}{\beta} \right) - \frac{1}{\beta} , 0 \right\} \circ \text{sign} \left( Af^{k+1} - s^{k+1} + \frac{\lambda^{k+1}_2}{\beta} \right) ; \tag{11}$$

the $z$-subproblem is given by

$$z^{k+1} = \min_\lambda \lambda^2 f(s^k - Gz) + \frac{\beta}{2} ||s^k - Gz||^2_2 \tag{12}$$

subject to $z \in \mathcal{Z}$, where the set $\mathcal{Z} = \{ z \in \mathbb{R}^n ||z - \mu e||^2_2 \leq \gamma \}$. We can equivalently reformulate it as

$$z^{k+1} = \min_\lambda \frac{\beta}{2} ||s^k - Gz + \frac{\lambda^2}{\beta} ||^2_2 \tag{13}$$

subject to $z \in \mathcal{Z}$.

It is easy to show that the solution to (13) is given by

$$z = \frac{\beta Gs^k + G\lambda^2}{\beta G^T G} . \tag{14}$$

Here $P$ represents a projection (in Euclidean norm) onto the convex set $\mathcal{Z}$, see [37]. However, it has a closed-form expression and therefore turns to be an easy task to perform. The projection is simply given by the normalization of $z$

$$z^* = \begin{pmatrix} z = \frac{\beta Gs^k + G\lambda^2}{\beta G^T G}, & \text{if } ||z - \mu e||^2_2 \leq \gamma \\ z/||z - \mu e||^2_2, & \text{otherwise} \end{pmatrix} . \tag{15}$$

It can be computed explicitly and very accurately. Let us describe how to solve (14). Let $w = Gz$. The problem in (14) is written as follows:

$$\begin{aligned}
\text{Find } w & = \min_\lambda \frac{\beta}{2} ||s^k - w + \frac{\lambda^2}{\beta} ||^2_2 \\
\text{subject to } w & \in \mathbb{R}^n \\
||w - G\mu e||^2_2 & \leq \gamma . \tag{16}
\end{aligned}$$
For the constrained condition, when \( z \in Z \), it is the guarantee of \( w \in Z' \), where \( Z' = \{ w \in \mathbb{R}^n \mid ||w - G\mu e||_2^2 \leq \gamma \} \). Note that

\[
||w - G\mu e||_2^2 = ||Gz - G\mu e||_2^2 \leq ||G||_2^2 ||z - \mu e||_2^2 \leq ||G||_2^2 \gamma \leq \gamma.
\]

It is easy to show that the solution to (16) is given by

\[
w = \mathcal{P}_{Z'}(s^k + \frac{\lambda^k}{\beta}),
\]

see [38] for the details. The projection is simply given by the normalization of \( w \)

\[
w^* = \begin{cases} 
  w = s^k + \frac{\lambda^k}{\beta}, & \text{if } ||z - \mu e||_2^2 \leq \gamma \\
  w/||w - G\mu e||_2, & \text{otherwise.}
\end{cases}
\]

Because \( w = Gz \) and \( G \) is a diagonal matrix, the resulting solution can be given in (15).

For the Step 3, we just update the \( \lambda^{k+1} \) using the new values of the \( X^{k+1} \) and \( Y^{k+1} \). The convergence of the method for the above convex objective function is guaranteed, see [7, 8]. In the Section IV, we present some numerical results to show the effectiveness of the proposed model.

### A. Synthesis and Balanced Approaches

The matrix \( D \) in (3) can be considered to be an analysis operator. It can be viewed as analysis based approach [19]. Also we can formulate the multiplicative noise and blur removal problem by using synthesis and balanced based approaches in (20) and (21) respectively:

\[
\min_{z, f} \|g \circ z - AD^T d\|_1 + \alpha ||d||_1,
\]

subject to \( ||z - \mu e||_2^2 \leq \gamma \).

where \( d = Df \).

\[
\min_{z, f} \|g \circ z - AD^T d\|_1 + \alpha ||d||_1
\]

\[
+ \alpha \|I - DDT\| d\|_2^2,
\]

subject to \( ||z - \mu e||_2^2 \leq \gamma \).

The synthesis based approach model (20) and the balanced based approach model (21) can be solved similarly as the analysis based approach. In the synthesis based approach, we set \( d = Df \), \( p = DTd \), \( s = g \circ z \) and \( u = Ap - s \) in (20). Now the model is rewritten as follows:

\[
\min_{z, f} \|u\|_1 + \alpha ||d||_1
\]

subject to

\[
\begin{align*}
  &z \in Z \\
p & = DTd \\
s & = g \circ z \\
u & = Ap - s
\end{align*}
\]

we define

\[
Q = \begin{pmatrix} D^T & 0 \\ AD^T & -I \\ 0 & I \end{pmatrix}, \quad B = \begin{pmatrix} -I & 0 & 0 \\ 0 & -I & 0 \\ 0 & 0 & -G \end{pmatrix}
\]

\[
x = \begin{pmatrix} d \\ p \\ u \end{pmatrix}, \quad y = \begin{pmatrix} p \\ u \\ z \end{pmatrix},
\]

where \( G \) is a diagonal matrix where its main diagonal entries are given by \( g, \) and \( f_1(x) = 0, f_2(y) = ||u||_1 + \alpha ||d||_1 + \kappa(z). \) We rewrite the problem similarly as the (7), also we can use the ADMM to solve it.

For the Step 1, we solve for the variable \( x = \begin{pmatrix} d \\ s \end{pmatrix} \) in the subproblem. Because \( DT D = I, \) so the solution can be obtained by solving the normal equation as follows:

\[
\begin{pmatrix} DDT + DA^T AD^T & -DA^T \\ -AD^T & 2I \end{pmatrix} \begin{pmatrix} d^{k+1} \\ s^{k+1} \end{pmatrix} = \begin{pmatrix} D(p^k - \frac{\lambda^k}{\beta}) + DA^T (uk^k - \frac{\lambda^k}{\beta}) \\ -(uk^k - \frac{\lambda^k}{\beta}) + (Gz^k - \frac{\lambda^k}{\beta}) \end{pmatrix}.
\]

If we let \( P = \begin{pmatrix} D & 0 \\ 0 & I \end{pmatrix}, \) then the problem is:

\[
P \begin{pmatrix} I + A^T A & -A^T \\ -A & 2I \end{pmatrix} P^T \begin{pmatrix} d^{k+1} \\ s^{k+1} \end{pmatrix} = \begin{pmatrix} (I + A^T A) -A^T \\ -A & 2I \end{pmatrix} y,
\]

let \( y = P^T \begin{pmatrix} d^{k+1} \\ s^{k+1} \end{pmatrix}, \) at first solve the problem

\[
P \begin{pmatrix} I + A^T A & -A^T \\ -A & 2I \end{pmatrix} y = \begin{pmatrix} (I + A^T A) -A \\ -A & 2I \end{pmatrix} y
\]

the second step, we solve the problem:

\[
P^T \begin{pmatrix} d^{k+1} \\ s^{k+1} \end{pmatrix} = y,
\]

to find the solution.

For the Step 2, we solve for the variables \( y = \begin{pmatrix} p \\ u \\ z \end{pmatrix}. \) The variables \( p, u \) and \( z \) are decoupled, their optimal solutions can be calculated separately as follows: the \( p \)-subproblem is solved by

\[
p^{k+1} = \frac{\lambda^k}{\beta} + D^T d^k,
\]

the \( u \)-subproblem is solved by

\[
u^{k+1} = \max \left\{ \left| (AD^T d^{k+1} - s^{k+1} + \frac{\lambda^k}{\beta}) \right| - \frac{1}{\beta}, 0 \right\}
\]

the \( z \)-subproblem is the same as the analysis based approach model (14).

The balanced based approach for (21) can be solved similarly. Now we let \( d = Df, \) \( p = DTd, \) \( s = g \circ z, \) \( u = Ap - s \)
and \( q = (I - DD^T)d \). The model can be written as follows:

\[
\min_{z,f} \|u\|_1 + \alpha_1\|d\|_1 + \alpha_2\|q\|_2^2.
\]

(24)

subject to

\[
\begin{align*}
q & \in \mathbb{Z} \\
p & = DTd \\
s & = g \circ z \\
u & = Ap - s \\
q & = (I - DD^T)d
\end{align*}
\]

Using the ADMM method, at the Step 1, the subproblem is the same as the synthesis based approach in (23). At the Step 2, the \( p, u \) and \( z \) subproblem is the same as the synthesis based approach model. The \( q \)-subproblem is solved by

\[
q^{k+1} = \frac{\lambda_k}{\beta} + (I - DD^T)d^k.
\]

From the results, we know the solution of the balanced based approach in (20) is the same as the synthesis based approach in (21).

IV. EXPERIMENTAL RESULTS

![Parrot, Cameraman, Peppers](image)

Fig. 1. The original images Parrot (left), Cameraman (middle) and Peppers (right).

In this section, we give numerical results on the image restoration for blurred images corrupted by multiplicative noise. We compare our results with those obtained by the CONVEX model proposed by Zhao et al. [18], the AA model proposed by Aubert and Aujol [1]. We remark in [18] that it has been reported that the method is superior than the other existing methods. In the experiments, we make use of \( w \) used in [18] to employ the constraint in (3). Here the AA model can provide a baseline reference for the blur and multiplicative noise removal in the literature. In the two compared methods, the best restoration results are shown. All experiments were performed under MAC and Matlab R2013a running on a desktop with an Intel Core i5 CPU 2.5GHz and 4GB 1600 MHz DDR3 of RAM memory.

The images “Parrot”, “Cameraman” and “Pepper” are tested in our experiment, see Figure 1. These testing images have been used and tested in [18]. The quality of the restored images is measured by PSNR (Peak Signal Noise Ratio) and SSIM (Structural Similarity Index) [31]. Suppose the image size is \( m \)-by-\( n \), the PSNR value is defined as follows:

\[
\text{PSNR} = 10 \log_{10} \left( \frac{V^2}{\text{MSE}} \right),
\]

where \( \text{MSE} = \sum_{i=1}^{m} \sum_{j=1}^{n} (\bar{x}(i,j) - x(x,j))^2/(mn) \), \( x \) and \( \bar{x} \) are the original image and the recovered image respectively, and \( V = \max_{i,j}(\bar{x}(i,j) - x(x,j)) \).

A. \( l_1 \)-based L-curve Method

In practice, we need to adjust the parameter \( \alpha \) in order to get a better numerical performance and improve the convergence of the ADMM method. For the parameter \( \alpha \), we use the L-Curve tool [32, 33]. Here we plot for all valid regularization parameters associated with the norm \( \|Dz_{\alpha}\|_1 \) of the regularized solution and the corresponding residual norm \( \|Fw - Hz_{\alpha}\|_1 \). This discrete \( l_1 \)-based L-curve is a two-dimensional graph of the points

\[
(\log \|Fw - Hz_{\alpha}\|_1, \log \|Dz_{\alpha}\|_1)
\]

taken by these regularization parameters \( \alpha \). In order to determine a reasonable regularization parameter, the best choice to use the corner of the L-curve. It is used for the balance between the norm of the regularized solution and the residual norm. Here we refer to the reader [34] and [35] for the corner detection in L-curve. In particular, we use the method proposed by Hansen and O’Leary [36] for choosing the regularization parameter \( \alpha \), they defined the “corner” as the point on the L-curve with the maximal curvature. We employ the function (L-corner and corner) in the matlab package of Regularization Tools\(^1\) proposed by Hansen to find the regularization parameter \( \alpha \), namely, such that the corresponding point on the L-curve lies on this corner [33]. For example, Figure 2 shows the figures of L-Curve for the experiment of different blur and Gamma noise. In particular, we test our model for deblurring performance. In Figure 2(a), we show the L-curve graph of the Parrot degraded by Gaussian blur and Gamma noise case. We obtain the point \( \alpha = 0.025 \) as the regularization parameter which is the closest point of the corner in the L-curve. The other L-curve graphs are also shown in Figure 2 for the other testing cases. The regularization parameter can be computed automatically.

B. Image Deblurring

In this experiment, we test the performance of the analysis based approach model (3) for image deblurring. We test three kinds of blurs: Gaussian blur, Motion blur and Disk blur. The Matlab commands are fspecial(‘motion’, 5,30), fspecial(‘gaussian’, [7, 7, 2]) and fspecial(‘disk’, 5). The blurred images are contaminated by multiplicative Gamma noise with mean \( 1 \) and \( L = 10 \). In Table I, we show the PSNR values, iterations and the computational time of the restored images by different methods. Each entry of the table refers to a number by taking the average results of ten noise cases under the same experimental setting (type of blur and level of noise). Here iteration number is rounded up to the integer and computational time is rounded up to the second. In the

table, the “Time-RC” column includes all the calculation time by determining the regularization parameter from the L-curve and restoring an image, the “Time-C” column refers to the image restoration by assuming that a suitable regularization parameter is already chosen. We see the performance of the proposed model performs quite well in terms of PSNR values. The SSIM results of the proposed model may not be always the best compared with the CONVEX model and the AA model. Here we make use of $\ell_1$-based L-curve to select the regularization parameter automatically based on the residual and smoothness of the computed solution. It is not necessary to choose regularization parameters for good SSIM values. However, the PSNR results of the proposed model are always better than those of the other methods. Experimental results show that these regularization parameters can provide large PSNR values. In Figures 3-8, we display the restored images by using the CONVEX model and the AA model. In the two models, the suitable regularization parameters have obtained, we report their computational time (in second) for image restoration only. It is clear from the figures that the restoration results of our model are still visually better than those by the CONVEX model and the AA model.

C. The Effect of $\gamma$

In this experiment, we study the effect of $\gamma$ in the deblurring model by using the analysis approach in (3). We use the examples in Section IV-B (Experiment 1: Parrot and Gaussian blur, Experiment 2: Pepper and Motion blur) to compare deblurring results by using $\gamma^*$, $0.1 \times \gamma^*$, $0.5 \times \gamma^*$, $2 \times \gamma^*$, $5 \times \gamma^*$ based on the values of $\gamma^*$ in Figures 2(a) and 2(e) respectively. The deblurring results in PSNR are given in Table I. And the deblurred images are displayed in Figure 9 and Figure 10. According to the table, we see that when the parameter is less than $\gamma^*$, the deblurring results are not affected too much. However, when the parameter is larger than $\gamma^*$, the deblurring results are not good. It is clear that the constraint $\|z - \mu e\|_2^2 \leq \gamma$ is too relaxed, and therefore the deblurring quality cannot be controlled.

D. The Analysis and Synthesis Methods

In this subsection, we test the performance of the analysis method in (3) and the synthesis method in (20). In the experiment, we test three kinds of blurs, namely motion blur, Gaussian blur and Disk blur. Their Matlab commands are: fspecial('motion',5,30) fspecial('gaussian',[7,7],2) and fspecial(disk, 5). The blurred image are contaminated by multiplicative Gamma noise with mean 1 and $L = 10$. The deblurring results in PSNR and SSIM are given in Table III. Here $\ell_1$-based L-curve is used to select regularization parameters in both analysis and synthesis approaches. The results show that the restoration results by using the analysis method are slightly better than those by using the synthesis method.

E. Image Denoising

In this experiment, we test the performance of the analysis based approach model (3) of three types of multiplicative noise (Gaussian, Gamma and Rayleigh noise). The Gaussian noise is generated by the Matlab build-in function “randn”. The Gamma noise is generated by the Matlab build-in function “gamrnd”. The Rayleigh noise is generated by $\theta \sqrt{-2 \log(1 - u)}$, where $u$ is a uniformly distributed random variable generated by the Matlab build-in function “rand”. The mean of these noises are set to be 1, and variance are 0.04, 0.1 and 0.2732 respectively. Table IV shows the PSNR values, iterations and the computational time (in seconds) of the restored images by different methods. We notice that each entry of the table refers to a number by taking the average results of ten noise cases under the same experimental setting (type of noise and level of noise). Figures 11-16 show the denoising images by using different models of the experiment. It is clear from the table and the figures that the restoration results of our model are visually better than those by the CONVEX model and the AA model.

V. Concluding Remarks

In this paper, we have proposed a constrained convex variational model for recovering blurred images corrupted by multiplicative noise of different types. In the model, we studied

<table>
<thead>
<tr>
<th>Images</th>
<th>Blurs</th>
<th>The Analysis Model</th>
<th>CONVEX Model</th>
<th>AA Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>Iter</td>
</tr>
<tr>
<td>Parrot</td>
<td>Gaussian</td>
<td>24.48</td>
<td>0.64</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>Motion</td>
<td>25.29</td>
<td>0.57</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>Disk</td>
<td>25.28</td>
<td>0.58</td>
<td>117</td>
</tr>
<tr>
<td>Pepper</td>
<td>Gaussian</td>
<td>26.37</td>
<td>0.75</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>Motion</td>
<td>28.16</td>
<td>0.53</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>Disk</td>
<td>25.37</td>
<td>0.71</td>
<td>50</td>
</tr>
</tbody>
</table>

TABLE I
THE DEBLURRING RESULTS BY DIFFERENT MODELS.

<table>
<thead>
<tr>
<th>Images</th>
<th>Blurs</th>
<th>PSNR</th>
<th>Iter</th>
<th>Time-C</th>
<th>PSNR</th>
<th>Iter</th>
<th>Time-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parrot and Gaussian Blur</td>
<td>24.48</td>
<td>114</td>
<td>28.53</td>
<td>28.16</td>
<td>154</td>
<td>117.61</td>
<td></td>
</tr>
<tr>
<td>Pepper and Motion blur</td>
<td>24.94</td>
<td>200</td>
<td>49.13</td>
<td>26.81</td>
<td>242</td>
<td>100.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>24.68</td>
<td>147</td>
<td>36.60</td>
<td>27.47</td>
<td>176</td>
<td>201.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17.40</td>
<td>36</td>
<td>9.06</td>
<td>21.91</td>
<td>45</td>
<td>36.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td>13.68</td>
<td>48</td>
<td>12.02</td>
<td>17.26</td>
<td>52</td>
<td>42.20</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II
THE RESULTS USING DIFFERENT $\gamma$.
Fig. 3. The observed image corrupted by Gaussian blur and Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 9 \times 10^{-2}$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 1 \times 10^{-3}$, the result of the proposed model (subfigure 4) using $\alpha = 2.5 \times 10^{-2}$.

Fig. 4. The observed image corrupted by Motion blur and Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 8 \times 10^{-2}$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 8 \times 10^{-4}$, the result of the proposed model (subfigure 4) using $\alpha = 6.67 \times 10^{-2}$.

Fig. 5. The observed image corrupted by Disk blur and Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 7 \times 10^{-2}$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 4 \times 10^{-4}$, the result of the proposed model (subfigure 4) using $\alpha = 1.2 \times 10^{-2}$.

<table>
<thead>
<tr>
<th>Images</th>
<th>Noise</th>
<th>The Analysis Method</th>
<th>The Synthesis Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
</tr>
<tr>
<td>peppers</td>
<td>Gaussian</td>
<td>26.37</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Motion</td>
<td>28.16</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Disk</td>
<td>25.37</td>
<td>0.71</td>
</tr>
</tbody>
</table>

TABLE III
THE COMPARISON FOR THE ANALYSIS AND SYNTHESIS METHODS.

<table>
<thead>
<tr>
<th>Images</th>
<th>Noise</th>
<th>The Analysis Model</th>
<th>CONVEX Model</th>
<th>AA Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>Iter</td>
</tr>
<tr>
<td>Cameraman</td>
<td>Gaussian</td>
<td>29.14</td>
<td>0.76</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>28.18</td>
<td>0.58</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>Rayleigh</td>
<td>23.54</td>
<td>0.69</td>
<td>60</td>
</tr>
<tr>
<td>Parrot</td>
<td>Gaussian</td>
<td>28.56</td>
<td>0.74</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>28.63</td>
<td>0.75</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>Rayleigh</td>
<td>27.20</td>
<td>0.66</td>
<td>60</td>
</tr>
</tbody>
</table>

TABLE IV
THE DENOISING RESULTS BY DIFFERENT MODELS.
Fig. 6. The observed image corrupted by Gaussian blur and Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 0.1$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 6 \times 10^{-4}$, the result of the proposed model (subfigure 4) using $\alpha = 3.84 \times 10^{-2}$.

Fig. 7. The observed image corrupted by Motion blur and Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 0.0975$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 2 \times 10^{-3}$, the result of the proposed model (subfigure 4) using $\alpha = 7.5 \times 10^{-2}$.

Fig. 8. The observed image corrupted by Disk blur and Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 0.1$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 6 \times 10^{-4}$, the result of the proposed model (subfigure 4) using $\alpha = 2 \times 10^{-2}$.

Fig. 11. The observed image corrupted by Gaussian noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 0.07$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 8 \times 10^{-4}$, the result of our model (subfigure 4) using $\alpha = 1 \times 10^{-4}$.

Fig. 12. The observed image corrupted by Gamma noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 0.06$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 7 \times 10^{-4}$, the result of our model (subfigure 4) using $\alpha = 2 \times 10^{-5}$.

Fig. 13. The observed image corrupted by Rayleigh noise (subfigure 1). The result of AA model (subfigure 2) using $\alpha = 0.13$, the result of CONVEX model (subfigure 3) using $\alpha_2 = 8.5 \times 10^{-3}$, the result of our model (subfigure 4) using $\alpha = 1 \times 10^{-4}$. 
the functional by minimizing two variables: the restored image and the noise image on the $l_1$ data-fitting term, the variance term, and the tight-frame term. We developed an efficient alternating direction method for solving the proposed model. In the experiments, we use the idea of L-curve by considering the points generated by the two terms, and determine the regularization parameter based on the maximal change of the curve. Extensive numerical experiments are provided to illustrate the state-of-the-art performance of the proposed model.
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(a) Parrot, Gaussian blur and Gamma noise. $\gamma^* = 13.3$ and $\alpha = 0.025$.
(b) Parrot, Motion blur and Gamma noise. $\gamma^* = 12.3$ and $\alpha = 0.0667$.
(c) Parrot, Disk blur and Gamma noise. $\gamma^* = 12.5$ and $\alpha = 0.0120$.
(d) Pepper, Gaussian blur and Gamma noise. $\gamma^* = 17.7$ and $\alpha = 0.0384$.
(e) Pepper, Motion blur and Gamma noise. $\gamma^* = 17.7$ and $\alpha = 0.0200$.
(f) Pepper, Disk blur and Gamma noise. $\gamma^* = 17.7$ and $\alpha = 0.2000$.

Fig. 2. The L-curves for the two images [Parror or Pepper] with [Motion, Disk or Gaussian] blurs and multiplicative Gamma noise.

Fig. 9. The observed image corrupted by Gaussian blur and Gamma noise (Up-left figure). The result using $\gamma^*$ (Up-middle figure). The result using $0.1 \times \gamma^*$ (Up-right figure). The result using $0.5 \times \gamma^*$ (Down-left figure). The result using $2 \times \gamma^*$ (Down-middle figure). The result using $5 \times \gamma^*$ (Down-right figure).

Fig. 10. The observed image corrupted by Motion blur and Gamma noise (Up-left figure). The result using $\gamma^*$ (Up-middle figure). The result using $0.1 \times \gamma^*$ (Up-right figure). The result using $0.5 \times \gamma^*$ (Down-left figure). The result using $2 \times \gamma^*$ (Down-middle figure). The result using $5 \times \gamma^*$ (Down-right figure).


